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Abstract

Modern engineering systems such as autonomous ground and aerial vehicles, em-
bedded medical devices and human-robot collaborative teams evolve quickly due
to industrial needs as well as academic and public competitions. As these systems
are typically safety-critical, there is an equally growing need for formal approaches
to their specification, design and verification.

Motivated by mobile robotics, in this work we focus on the problem of path
planning, where the goal is to synthesize a low-resolution high-level path or a
control strategy for a complex dynamic system that satisfies a given specification.
We focus on specification expressed as a formula of Linear Temporal Logic (LTL)
over the state space of the system. We embrace the standard hierarchical approach
to employing formal methods in path planning. The approach consists of first
modeling the system using a discrete model, synthesizing a control strategy for
the model and finally implementing the control rules in the original system. We
employ formal methods such as automata-based model checking and game theory
to design control synthesis algorithms with strong mathematical guarantees.

In the first part of the thesis, we assume that a discrete model of the system
is already given and we focus on the second, synthesis step of the hierarchical
approach. We design algorithms for deterministic as well as probabilistic systems
to synthesize strategies that guarantee satisfaction of an LTL formula, while at
the same time optimize a value function over (possibly) dynamic and partially
observed values appearing in states of the system and interpreted either as re-
wards or penalties. In the second part, we consider the more general problem of
synthesizing a control strategy for a stochastic linear dynamic system with respect
to an LTL formula. We design an iterative abstraction-refinement algorithm that
builds an abstraction of the system using a 21/2-player game, solves the game
obtaining a partial solution and then builds a new, more precise abstraction using
a deep analysis of the game. All designed algorithms were implemented and are
demonstrated and evaluated on illustrative case studies.

Keywords: control strategy synthesis, linear temporal logic, transition sys-
tem, Markov decision process, 21/2-player game, linear stochastic system, optimal
control, receding horizon control, abstraction-refinement
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Chapter 1

Introduction

In our everyday life, we work with or come into contact with many computer-
based systems. We rely on them and we trust them to work as expected. De-
spite our expectations, computer systems tend to fail every now and then. The
consequences of failures range from minor discomfort to catastrophic situations
resulting in a huge loss of resources, money or even human lives. At the same
time, it is these safety-critical systems that lie in the center of the technological
progress, concentrated in areas such as aerospace, automotive, chemical processes,
civil infrastructure, energy, health, manufacturing and transportation.

The techniques commonly used in practice to detect faulty behavior of com-
puter systems are testing and simulation. They can reveal a large number of errors
in a reasonable time, however, they cannot be used to prove their non-existence.
In contrast, formal verification methods in computer science can prove the sat-
isfaction or violation of a given property. The area of formal verification has a
long history and a number of techniques have been introduced and successfully
employed in real-life scenarios. Typically, computer-based systems are digital
and hence modeled as discrete-state systems evolving in discrete or continuous
time. The properties of interest are usually complex time-dependent properties
expressed using a suitable temporal logic such as Computation Tree Logic (CTL)
or Linear Temporal Logic (LTL).

A different approach to ensuring properties of computer systems is correct-
by-construction design, where instead of verifying that the system meets given
requirements once it is designed, one focuses on designing the system in a way
that ensures the requirements. The corresponding research area is referred to
as formal synthesis and in this work, we are particularly interested in branch of
synthesis called strategy synthesis. Here, the goal is to synthesize a strategy for
a system that determines, given the history of the execution of the system, the
inputs to be applied in order to satisfy a given objective over a finite or infinite time
horizon. Similarly as in formal verification, the objectives are typically temporal
properties or alternatively, the behavior of the system can be optimized with
respect to a given value function over executions of the system. Some of the well-



known techniques for strategy synthesis rely on game theory. Indeed, the control
of a system in order to satisfy an objective can be seen as a game between the
system controllable through its inputs and the uncontrollable environment that
affects the systems’ state.

Comparing to computer-based systems, modern engineering systems, recently
referred to as cyber-physical systems, integrate hardware and software to create
complex behavior that involves continuous, dynamic components. These systems
are then modeled with differential or difference equations and examples include au-
tonomous ground and aerial vehicles and embedded medical devices. Analogously
to strategy synthesis for computer-based systems, control theory is an interdisci-
plinary branch of engineering and mathematics that deals with the behavior of
dynamic engineering systems. Typically, the control rules are synthesized in order
to optimize the behavior of a system or to ensure a “simple” temporal objective
such as safety, stability or reachability of a given goal configuration.

Over the last several decades, cyber-physical systems have been evolving rapidly
due to industrial needs as well as academic and public competitions such as
DARPA Grand challenge for autonomous vehicles or the recent DARPA Robotics
challenge for semi-autonomous ground robots performing complex tasks in dan-
gerous and degraded environments. The quick evolution emphasizes the need
for robust approaches to design and control of these systems. To this end, formal
methods from computer science have been employed in the last twenty years. The
main advantage of the algorithms based on formal verification and strategy syn-
thesis is that they offer rigorous techniques and result in strategies with strong
mathematical guarantees. Also, since computer science deals with “complex”
properties of rather “simple” systems and dually, control theory considers “com-
plex” dynamic systems against “simple” objectives, the use of formal methods in
control promises analysis of “complex” behavior of “complex” systems.

One of the common approaches to employing formal methods in control of
complex systems is the following hierarchical approach. First, the complex dy-
namical system is abstracted using a finite discrete model. Second, a complying
control strategy for the model is synthesized using formal techniques. Finally, the
obtained control rules are implemented the original system using low level con-
trollers. If the abstract model captures all behavior of the system relevant to the
desired property then it is guaranteed that every control strategy satisfying the
property in the abstract model also satisfies the property in the original system.

It is important to note that the existing formal techniques from computer
science often cannot be applied on the abstract model directly and without any
change. There are two main reasons for that. First, the constructed model is of-
ten large and many formal techniques suffer from high computational complexity.
Second, problems motivated by real applications usually involve specific aspects
that are not typically considered in computer science. For example, the system
may involve dynamic elements such as dynamic obstacles and reactive environ-
ment. The system can be given an unrealizable objective with the goal to control
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the system to behave as close to satisfaction as possible, or we might have a set
of systems or robots cooperating on a single common mission. Robotic systems
are also heavily dependent on the use of sensors that introduce uncertainty. For
example, only some part of the environment in close proximity may be fully ob-
served or the sensor information may provide only a partial information about
the current state of the system. Many of these problems are hard to solve or even
undecidable in their general form and this area is constantly active, specifying
new control problems. The algorithms and techniques designed to solve these
problems then contribute not only to the area of control but also to the area of
computer science when conceptually new problems are formulated.

Motivated by robotic applications, in this work we focus on the problems
arising in path planning, where the goal is to synthesize a low-resolution high-
level path or a control strategy for a system that satisfies given specification.
Historically, the central problem of path planning was to plan a path for a mobile
robot to move from position A to position B while avoiding obstacles. However,
with the fast evolving area of cyber-physical systems and especially autonomous
cars, more complex properties are becoming of interest. In this work, we consider
specification expressed as a formula of LTL over the state space of the system.
Recently, LTL has gained a lot of attention in control theory as a language that
is expressive enough to describe complex tasks and yet has some resemblance
to natural language. We embrace the above mentioned hierarchical approach to
employ formal methods such as automata-based model checking and games on
graphs to synthesize control strategies with strong mathematical guarantees.

In the first part of the thesis, we assume a finite abstraction of the dynamic
system is already given and we focus only on the synthesis step of the hierarchical
approach. We consider both deterministic and probabilistic finite systems and we
design algorithms to synthesize strategies that guarantee satisfaction of an LTL
formula, while at the same time optimize a value function over (possibly) dynamic
and partially observed values interpreted either as rewards or penalties. Such a
connection between optimal and temporal logic control is an intriguing problem
with a potentially high impact in applications such as control of a mobile robot
on a complex mission under tight fuel and time constraints.

In the second part, we consider the more general problem of synthesizing
control for infinite dynamic systems. Namely, we consider the problem of LTL
control synthesis for discrete-time stochastic systems with linear dynamics. These
systems are a popular modeling formalism in control theory because they are
expressive enough to model many real-life systems, while linear dynamics is simple
enough to analyze. Motivated by the hierarchical approach, we design an iterative
abstraction-refinement algorithm that builds an abstraction of the system using
a finite game.

In Section 1.1, we offer an overview of standard as well as recent results in
computer science, control theory and path planning. The most related existing
techniques are also discussed at the beginning of the chapters containing our main
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results. The remaining structure of the thesis and its contributions are described
in detail at the end of this chapter in Section 1.2.

1.1 Related Work

1.1.1 Formal Methods in Computer Science
Formal verification

In computer science, the problem of formal verification requires to prove or dis-
prove that behaviors of a system satisfy certain properties. There exist two main
approaches to formal verification that have been pursued in the literature. The
first approach is deductive verification, where the system and the specification
are used to generate a set of proof obligations. The techniques used to establish
the truth of these obligations include theorem provers and satisfiability modulo
theories (SMT) solvers, for overview of the techniques see [RVO01]. This approach
typically requires interaction with a skilled designer.

The second, automatic approach to formal verification that is also embraced
in this work is model checking [BKO08]. It entails exhaustive systematic analysis
of a finite model of the system. Explicit-state model checking suffers from the
well-known state-space explosion problem, where even a small implicit represen-
tation of the system and the objective can result in a very large intermediate
state space that needs to be analyzed. The approaches to combat this prob-
lem include the following. Symbolic model checking allows for large numbers of
states to be considered in a single step. Historically, the first symbolic approaches
used binary decision diagrams (BDDs) [McM93]. Bounded model checking com-
bines model checking with satisfiability solving to investigate only a fixed number
of steps of the system at a time [CBRZO01]. Partial order reduction techniques
used in systems involving interleaving reduce the number of possible orderings of
events that need to be investigated using, e.g., ample sets [Pel93]. Abstraction
attempts to first simplify the system at hand using techniques such as quotient-
ing based on bisimulation, simulation or trace equivalence, for overview of these
methods see [Ber01]. Finally, counterexample guided abstraction refinement (CE-
GAR) [CGJT00] starts verifying the system using a coarse, imprecise abstraction
and iteratively refines it. When a counterexample is found, it is analyzed in order
to guide the next abstraction.

Specification

The specification that is investigated in formal verification is usually expressed as
a formula of a suitable temporal logic over states of the system or their labels.
Temporal properties of systems can be divided into two categories. Linear-time
properties are properties of an individual run, i.e., a sequence of states of a sys-
tem. However, runs of the system might be branching meaning that in every
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particular point of a run there might exist multiple possible extensions of the
run. Branching-time properties then specify behaviors of infinite trees of these
runs. To express linear-time properties, LTL was introduced in [Pnu77] and anal-
ogously, branching-time properties are typically formulated in CTL [CE82, QS82].
CTL* [EH86] combines both linear-time and branching-time properties and modal
p-calculus [Koz83] is an even more powerful specification formalism.

In this work, we consider linear-time properties of systems expressed as formu-
las of LTL. Our motivation comes from the recent growing interest of engineering
and especially robotics community in LTL that we motivate properly later in this
section. There are two main approaches to LTL model checking. First, tableau-
based techniques were introduced in [LP85, CGH97|. Different, widely used ap-
proach to LTL model checking explores the connection between LTL formulas
and finite automata over infinite words also known as w-automata. In [VW94], it
was shown that properties expressed as LTL formulas are w-regular and therefore,
every LTL formula can be translated to an w-automaton. The authors in [VW94]
introduce the framework for automata-based LTL model checking, where an LTL
formula is first translated to a (non-deterministic) Biichi automaton and the sys-
tem is analyzed against the automaton using graph algorithms. For systems that
contain uncertainty such as non-determinism or probability, a more structured
model than a non-deterministic w-automaton needs to be considered. In such a
case, an LTL formula is typically translated to a deterministic Rabin automa-
ton [GTWO02].

Note that unlike for deterministic and non-deterministic systems, for systems
with probability we can consider various formulations of the verification prob-
lem. Besides verifying that all behaviors of the system meet the specification, we
can ask to verify whether the specification is satisfied with probability 1 or non-
zero probability (referred to as qualitative verification), or with at least a given
probability p € (0,1) (referred to as quantitative verification). The probability 1
satisfaction is the strongest guarantee one can achieve while accounting for the
probability in the system and in this work, we focus only on probability 1 anal-
ysis when considering systems with probability. An overview of techniques for
qualitative as well as quantitative LTL model checking can be found in [BK08].

Control synthesis and game theory

The counterpart to formal verification is the problem of control synthesis that
aims to find a control strategy for the system that satisfies given requirements.
In this case, the principles of automata-based approach from LTL model check-
ing can be utilized in an almost straightforward way, as we discuss in Section 2.5.
Once the requirement is represented with an w-automaton, the system is analyzed
against the automaton using techniques from game theory. The control synthesis
problem can be interpreted as a game between the controllable system and the
uncontrollable environment. Games on graphs [AG11] offer a convenient formal-
ism, where a game arena consists of a finite graph whose states are partitioned
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among two players. When the game is in a state of a particular player, this player
decides the next state of the game based on the available transitions. Typically,
Player 1 represents the system and Player 2 represents the environment. In the
most general case, they both behave probabilistically. Such a game arena is called
a 21/2-player game. By considering a weaker Player 1 and/or Player 2, i.e., with-
out probability, or completely deterministic, we obtain less general game arenas
corresponding to non-deterministic transition systems, Markov decision processes
(MDPs) or deterministic transition systems. To solve a game means to synthesize
a strategy for Player 1 that satisfies a given winning objective in a given winning
mode. A winning objective defines which plays of the game are winning for Player
1 and thus losing for Player 2, and vice versa. It can either be given as a qualitative
objective in the form of a temporal logic formula or an w-automaton, a quanti-
tative objective in the form of a value function such as mean payoff or energy
objective, or a combination of qualitative and quantitative objectives. Similarly
as in formal verification, the winning mode determines whether we want Player
1 to win in every play of the game, every play with probability one, non-zero
probability or given probability p € (0,1), against any Player 2 strategy. Re-
cent surveys such as [CH12, CD10, CDH12, CD12] offer an exhaustive overview
of the algorithms, complexity results and remaining open problems for different
combinations of game models, winning objectives and winning modes.

1.1.2 Control Theory

Unlike computer-based systems, engineering systems are generally described by a
set of differential or difference equations, for continuous or discrete time systems,
respectively. The state space and/or control space is infinite, often continuous
given as a polytopic set in a multi-dimensional space. The standard techniques
in control theory are the following. To achieve or verify stability and safety of
such systems, reachability analysis and approaches based on potential fields and
Lyapunov functions can be employed [AMO08]. Optimization control problems have
also been extensively studied and approached using linear programming [Ber12].
Model predictive control (MPC) offers a great tool to handle complex dynamical
systems and systems with uncertainty [RM09]. MPC is an iterative approach to
finite-time horizon optimization, where in every iteration, an online and on-the-fly
computation is used to explore possible executions starting in the current state
of the system and find a cost-minimizing control strategy over a fixed finite time
window. Only the first step of the control strategy is implemented and the next
iteration is started with the new current state. MPC is also referred to as receding
horizon control as the prediction horizon keeps being shifted forward.

In control theory, several methods for building a finite abstraction of the
infinite system have been developed with different application scopes. In cell
decomposition techniques, a finite graph is build by partitioning the contin-
uous space into a finite set of polytopic sets and a transition is implied be-
tween every two adjacent partition elements, or computed based on the dy-
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namics of the system. On the one hand, these methods offer strong math-
ematical guarantees by accounting for the whole state/control space, on the
other hand they do not scale well in higher dimensions. For high-dimensional
or otherwise complex, e.g., nonlinear, systems, sampling-based methods have
proven to be suitable. In this case, the finite graph approximating the system
is built over a finite set of samples chosen from the continuous space. For an
overview of standard abstraction techniques see [LaV06], more recent results in-
clude [BKV10, KF11, KB08, KGFP09, YTvt12, TI12, PGT08, Reill, ZPMT12].

1.1.3 Formal Methods in Path Planning

In our work, we are motivated by the path planning problem for robotic systems.
Formal methods have been increasingly employed in this area, especially over the
last decade. The breakthrough came when DARPA (Defense Advanced Research
Projects Agency), an agency of the United States Department of Defense, funded
a prize competition DARPA Grand Challenge for driverless cars. The goal was
to create the first fully autonomous ground vehicles capable of completing a sub-
stantial mission in an off-road or an urban-like environment within a limited time.
Altogether, there were three events in 2004, 2005 and 2007 and they unequivocally
manifested a need for robust and provably correct techniques to solve control prob-
lems. To formalize the complex behavior of a system, temporal logics are being
utilized. In particular, linear time properties are of interest since one is typically
interested in the outcome of a single execution of the robot. LTL has been widely
used to express such properties as a language that is expressive enough to describe
complex tasks and yet has some resemblance to natural language.

The standard three step hierarchical approach consisting of the abstraction,
synthesis and implementation step, has been developed for LTL control of simple
discrete-time dynamic systems [FGKP09, KGFP09] (implemented in a tool LTL-
MoP [FJK10]) and discrete and continuous-time linear systems [TP06, GDLB12].
With some added conservatism, more complicated dynamics and stochastic dy-
namics can also be handled [CB12, Girl2, JGP06]. Motivated by the DARPA
competitions, the authors in [WTM12c, Won10] design a framework for LTL con-
trol of dynamic systems that alleviates the computational complexity of the hi-
erarchical approach. Using receding horizon planning, the LTL task is broken
into successive short-horizon tasks that are achieved by computing a series of
discrete trajectories and their continuous implementation. The framework was
implemented in a tool TuLiP [WTO™11]. Alternatively, the standard hierarchical
approach can be enhanced with an iterative abstraction refinement similar to the
CEGAR framework in model checking [GLB12, LAB12, SKC*15].

In the second step of the hierarchical approach, path planning techniques adapt
formal methods to synthesize controllers for deterministic finite systems [BKO0§],
Biichi and Rabin games are used to synthesize control for nondeterministic sys-
tems [PPS06], and probabilistic games are used to compute a strategy for finite
probabilistic systems such as MDPs [BK08]. Many works in this area focus solely
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on the second step of the hierarchical approach. In such a case, more complex
specification than a single LTL formula is often addressed. In optimal temporal
control, the aim is to synthesize a control strategy that satisfies an LTL formula,
while optimizing an additional value function concerning the expected time to
satisfaction [STBR11], a reward function [DLB12, STBv12, CKSW13] or a cost
function [DSBR11, WTM12a, SvB15, SvB13a]. To battle the high computational
complexity of LTL synthesis, which is 2EXPTIME-complete in general, a fragment
called General Reactivity(1) (GR(1)) was introduced in [PPS06]. This fragment
is expressive enough to describe many interesting properties typically considered
in robot motion such as reachability, safety and liveness, yet it allows polynomial
synthesis algorithms. GR(1) was originally designed to synthesize strategies in
the presence of a reactive environment. In such a case the synthesis is exponen-
tial in the size of the formula describing both the environment and the desirable
behavior.

Besides expressing motion properties such as “go from A to B and avoid ob-
stacles”, one can also use LTL to argue about actions such as “grasp a ball”.
In [TMDK14], the authors synthesize a maximally satisfying control strategy while
taking into account that the robot’s action executions may fail. Also, it is not
always the case that the desired LTL property can be satisfied in the system.
For example, an autonomous car is required to avoid collisions and obey traffic
rules such as to never enter a pavement or to not enter the left lane. To avoid
obstacles, the car might need to temporarily violate some of the rules. Works
such as [RKG13] can be used to explore possible causes of unsynthesizability and
in [TCK™"13], the authors construct least-violating strategies for such scenarios.

In the presence of uncertainty due to unreliable sensors or actuators, partially
observable systems such as partially observable MDPs can be used to model the
uncertainty. Here, during executions, the current state of the system is not di-
rectly observed and only a partial information is provided that implies a belief
state, i.e., a set of states in which the system might be based on the past ob-
servations. Partially observable games can be employed to solve control problems
for these models [CD10, CDH12, CCGK15, SCL*15]. Alternatively, uncertain
MDPs [WTM12b] and bounded-parameter MDPs [LAB12] have been considered
to model uncertainties.

Other interesting and active areas of motion planning that employ formal
methods include multi-robot control, adaptation of machine learning in motion
planning, and various applications such as autonomous vehicle and UAV control,
swarm robotics, traffic control, robotic surgery, video game artificial intelligence
and the study of biological molecules.

1.2 Thesis Contribution and Summary

The objective of the thesis is to design correct-by-construction control synthesis
algorithms for selected problems motivated by robot path planning. We consider
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complex discrete and dynamic systems with complex temporal specification (alone
and in a combination with an optimization objective). All designed algorithms
build on the standard as well as recent results from both computer science and
control theory and thus make a step towards interconnecting the two areas. Below,
we summarize our results and the structure of the thesis. The full list of author’s
contributions can also be found in Appendix A.

Chapter 2 covers the preliminaries used throughout the thesis. After intro-
ducing LTL and its correspondence to automata over infinite words, we define
the finite discrete systems as well as dynamic systems that appear in the control
problems considered in the later chapters. Finally, we discuss the principles of
automata-based approach to model checking and control synthesis.

Chapter 3 addresses control of finite discrete systems and presents solutions
to three closely related control problems that combine temporal logic and optimal
control.

In Section 3.1, we consider a deterministic transition system under temporal
constraint expressed as an LTL formula containing persistent surveillance subgoal.
Assuming that the executions of the system incur time-varying locally sensed
rewards in the visited states, we aim to synthesize control strategies that maximize
the expected value between states under surveillance, while at the same time
satisfy the additional LTL constraint. We prove that an optimal strategy cannot
be constructed because the two goals often cannot be reached simultaneously.
If the system primarily collects high rewards, the LTL formula might never be
satisfied and vice versa, if the system is controlled to satisfy the formula, the
collected rewards might be low. We design a framework that allows for a definition
of a broad class of optimization functions over finite horizon and a user-guided
trade-off between the importance of making progress towards LTL satisfaction and
importance of collecting high rewards. The constructed control strategy synthesis
algorithm combines receding horizon control with formal methods.

In Section 3.2, we consider a similar problem, where the collected values are
interpreted as penalties and the goal is to minimize penalty collection over infi-
nite horizon, namely, the expected average penalty between visits of states under
surveillance. We provide two algorithmic approaches to this problem. First, we
derive an optimal strategy within the class of strategies that do not exploit val-
ues of penalties sensed in real time. Second, we show that by taking advantage
of locally sensing the penalties, we can construct a whole class of heuristic re-
ceding horizon strategies leading to lower collected penalty. While still ensuring
satisfaction of the LTL constraint, we cannot guarantee optimality in the latter
case.

Finally, in Section 3.3, we consider a probabilistic system modeled as a Markov
decision process, where every application of a control action in a state is associated
with a non-negative real value interpreted as a penalty. Similarly as in the first two
problems, given an LTL formula with persistent surveillance subgoal, our goal is to
synthesize a control strategy that guarantees the satisfaction of the LTL formula
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with probability 1, while at the same time minimizes the expected average penalty
between consecutive visits of states under surveillance. The existing solutions to
this problem are sub-optimal. We provide a way to generate an optimal solution
that can be seen as an adaptation of the framework in Section 3.2.

All designed approaches have been implemented and are demonstrated and
evaluated on illustrative case studies. Moreover, an experimental control tool
ConTool [SMv13] has been created that allows simulation of the control algorithms
for the first two problems.

These results are based on the following publications:

[SvB15] M. Svoreiiova, I. Cernd, and C. Belta. Optimal Temporal Logic Con-
trol for Deterministic Transition Systems with Probabilistic Penal-
ties. IEEE Transactions on Automatic Control, 60(6):1-14, 2015.

[SvB13a] M. Svoreiiovd, I. Cernd, and C. Belta. Optimal Control of MDPs
with Temporal Logic Constraints. In Proc. of IEEE Conference on
Decision and Control CDC, pages 3938-3943, 2013.

[SvB13b] M. Svorefiovd, I. Cernd, and C. Belta. Optimal Receding Horizon
Control for Finite Deterministic Systems with Temporal Logic Con-

straints. In Proc. of American Control Conference ACC, pages 4399—
4404, 2013.

[STBv12] M. Svoreiiovd, J. Tamova, J. Barnat, and I. Cerna. Attraction-based
Receding Horizon Path Planning with Temporal Logic Constraints.
In Proc. of IEEE Conference on Decision and Control CDC, pages
6749-6754, 2012.

Chapter 4 addresses a control problem for discrete-time systems with lin-
ear dynamics and stochastic uncertainty. We design an iterative abstraction-
refinement algorithm that finds the maximal set of initial states of the dynamic
system from which a given GR(1) formula can be satisfied with probability 1,
together with the corresponding strategies. In every iteration, the system is ab-
stracted using a 21/2-player game that is then analyzed and a new, more refined
abstraction is built. While the synthesis step leverages the existing game theoret-
ical techniques, both abstraction and refinement steps present novel approaches.
Every iteration of the algorithm results in a partial solution. The designed al-
gorithm is sound but completeness cannot be guaranteed. To the best of our
knowledge, the presented approach is the first attempt to construct abstraction-
refinement of stochastic systems with continuous state and control spaces in the
form of 21/2-player games. We argue that in order to obtain the desired control
strategies, the system must indeed be abstracted using a 21/2-player game and not
using a weaker model such as a 2 player game. Using a case study, we compare

10
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our approach with two simpler algorithms for reachability analysis. While the
simpler algorithms find the set of satisfying initial states considerably faster, they
are not able to construct the desired strategies demonstrating that abstraction
using a 21/2-player game is necessary even in the case of reachability.

These results are based on the following publication:

[SKCT15] M. Svorenovd, J. Kietinsky, M. Chmelik, K. Chatterjee, I. Cerna,
and C. Belta. Temporal Logic Control for Stochastic Linear Systems
using Abstraction Refinement of Probabilistic Games. In Proc. of

Conference on Hybrid Systems: Computation and Control HSCC,
pages 259-268, 2015.

Finally, Chapter 5 concludes the main body of the thesis, Appendix A
lists all publications and contributions of the author of the thesis, and technical
Appendices B and C contain algorithms for game solving and operations with
polytopes, respectively, used as routines in the framework designed in Chapter 4.

11



Chapter 2

Preliminaries

In this chapter, we cover the main notions used throughout the thesis. After
we set the basic notation, we introduce linear temporal logic as the language to
describe rich specification for systems. We follow with the definitions of finite
and infinite systems that appear in the following chapters. Given a system and
a specification, we formally state the problems of formal verification and control
synthesis and overview the well-known automata-based approach.

2.1 Notation

For a finite set X, we use | X|, X, X* and X“ to denote the cardinality of X
and the set of all finite non-empty, finite and infinite sequences of elements of
X, respectively. A finite sequence o = xg...x, € X* has length |o| = n + 1,
also referred to as the number of stages, and last(o) = x,, is the last state. For
0 <i<mn,o(i) = x; is the i-th element, 07 = zq...2; is the prefix ending with
the i-th element and o'~ = z; ...z, is the suffix starting with the i-th element.
Similarly, for an infinite sequence p = zox1 ... € X¥, p(i) = x4, p~7' = x¢...2; and
P = 241 ... for all i > 0. Additionally, inf(p) denotes the set of all elements
appearing infinitely many times in p. For two sets X; C X*, Xo C X* U X%, we
use X1 - Xo = {z1 - 29| z1 € X1, 22 € X2} to denote their concatenation.

For two sets X,Y, we use X xY = {(z,y) | * € X,y € Y} to denote
the Cartesian product of the two sets. For every element (z,y) € X XY, we
denote 71 ((x,y)) = x and m2((x,y)) = y the projection on the first and second

component, respectively. We naturally extend this notation over the sequences
from (X x V)", (X xY)*, (X xY)“, eg., m((@1,91) .. (Tnsyn)) = 21... Tp.

Finally, given a set X, D(X) is the set of all probability distributions over X
and {x € X | d(z) > 0} is the support set of a distribution d € D(X).

12
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2.2 Linear Temporal Logic

Linear temporal logic (LTL) is a modal temporal logic with modalities referring
to time that was first proposed for formal verification of computer programs by
Amir Pnueli in 1977 [Pnu77|. In this section, we formally define the logic, discuss
the correspondence between formulas of LTL and automata over infinite words
and introduce two special classes of formulas that we use in our work. For a more
detailed reading on LTL, we refer the reader to textbooks such as [BK08].

2.2.1 Syntax and Semantics

Definition 1. Linear Temporal Logic (LTL) formulas over a finite set AP of
atomic propositions are formed according to the following grammar:

pru=true|a|-¢|dAe|Xd|oUd,

where a € AP is an atomic proposition, = and A\ are the standard Boolean connec-
tives negation and conjunction, and X (next), U (until) are temporal operators.

Formulas of LTL are interpreted over words in (247)“. Formally, the sat-
isfaction relation |=C (24F)“xLTL is the smallest relation with the following
properties:

z = true,

zEa < ac 2(0),

z ¢ & 29,

zEQIANG & 2 ¢ and 2 | o,

2= X¢ & Z'Ed

z = ¢1Ugps < there exists i > 0 such that 2 = ¢,

and for all 0 < j < i, it holds that 27 = ¢1.

Derived temporal operators that are commonly used in LTL are F (future
or eventually) and G (generally or always) defined as F¢ = true U¢ and G¢ =
—-F-¢. LTL formulas that describe properties often considered in path planning
for robotic systems are:

- reachability: F¢ (eventually satisfy ¢),
- safety: G¢ (¢ must hold at all times),

- response or liveness: G(¢1 = Foa) (every satisfaction of ¢; is eventually
answered with satisfaction of ¢9),

- exclusive response: G(¢p1 = X(—¢1U¢g)) (every satisfaction of ¢; is even-
tually answered with satisfaction of ¢y before ¢, can be satisfied again),

- persistent surveillance: GF¢ (¢ must hold infinitely many times),

- stability: FG¢ (¢ must hold from some point on).

13
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We use |¢| to denote the size of a formula ¢ defined as the number of operators
appearing in ¢. Inductively, |true|] = 0, |a| = 0 for all a € AP, |-¢| = |X¢| =
|¢[ +1 and [¢1 A go| = [¢1Ugs| = |d1] + [¢2] + 1.

2.2.2 Automata Representation

The set of all words satisfying an LTL formula forms an w-regular language [VW94],
i.e., a language that can be represented by an w-automaton.

Definition 2. A (non-deterministic) w-automaton is a tuple
A = (Q7 27 67 q0, ACC)7

where Q is a nonempty finite set of states, X is a finite alphabet, § C Q X X X Q
is a transition relation such that for every q € Q, a € X, there exists ¢ € Q such
that (q,a,q') € 8, qo € Q 1s the initial state, and Acc is an accepting condition.

A run goq1... € Q¥ of A is an infinite sequence such that for every i > 0
there exists a; € ¥ with (g;,a;,¢+1) € . We say that the word agay ... € X¥

induces the run goq; . ... Every word in X% induces a non-empty set of runs of A.
An w-automaton is called deterministic if every word over its alphabet induces a
single run.

A run qoq; .. . of Ais accepting if and only if it satisfies the accepting condition
Ace. A word over X is accepted by A if it induces at least one accepting run. The
set of all words over 247 accepted by the w-automaton A is called the language
of A.

Depending on the accepting condition, we recognize Biichi, Rabin, Streett, par-
ity and Miiller automata and their non-deterministic and deterministic versions.
Below, we define some of these automata that appear in the standard translation
techniques for LTL. For further reading on w-automata and their connection to
logics, see [GTWO02].

Non-deterministic w-automata

A standard approach is to translate an LTL formula over the set of atomic propo-
sitions AP to a non-deterministic Biichi automaton (BA) over alphabet 247, A
Biichi accepting condition for an w-automaton A is given as a set of so called
accepting states F' C . A run qoq; ... is called accepting if and only if it visits
at least one accepting state infinitely many times, i.e.,

inf(goqr...)NE # 0.

The first algorithm to translate an LTL formula to a BA was presented in [VW94],
other appeared in [GO0la, SB00]. The translation is EXPTIME-complete, i.e.,
the size of the obtained Biichi automaton is in the worst case exponential in
the size of the formula [GOOlal. Online implementations such as [GO01b] are
available to translate an LTL formula to a BA.

14
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Deterministic w-automata

Every LTL formula can be translated to a non-deterministic Biichi automaton,
but there exist LTL formulas for which there is no deterministic Biichi automaton
such as the stability property FGa for a € AP. To translate an LTL formula to a
deterministic w-automaton, the standard approach is to use a deterministic Rabin
automaton (DRA) over alphabet 247, The Rabin accepting condition is given as
aset Ace C 29 x 29, A run qoqi . .. of a DRA A is called accepting if there exists
a pair (E, F') € Acc such that the run visits every state from F only finitely many
times and at least one state from F' infinitely many times, i.e.,

inf(gogr...)NE=0 A inf(goq...)NEF #0.

The problem of translating LTL to DRA is 2EXPTIME-complete [PR89]. There
are two general approaches. The first, traditional one translates an LTL for-
mula to a BA and then uses Safra’s construction [Saf88] to obtain a deterministic
w-automaton. An implementation with improved Safra’s construction is avail-
able online at [Kle07]. As this approach may lead to unnecessarily big automata
for some formulas, there exist several translations avoiding Safra’s construction
for chosen fragments of LTL. For comparison of available algorithms and tools,
see [BKS13].

2.2.3 General Reactivity(1)

To avoid the high computational complexity of full LTL, the General Reactivity(1)
(GR(1)) fragment was introduced in [PPS06]. Here, we use the extended version
of the standard definition that appears in the same work.

Definition 3. A GR(1) formula ¢ is a particular type of an LTL formula over a
set of atomic propositions AP of the form

o= (Ae) = (A (0.1

where each @i, p; is an LTL formula that can be represented by a deterministic
Biichi w-automaton.

Many interesting properties can be expressed using formulas of GR(1) such as
the properties mentioned in Section 2.2.1 and their combinations according to the
form in Equation 2.1, except for the stability property as it cannot be represented
by a deterministic BA.

The advantage of using GR(1) instead of full LTL as the specification language
is that realizability for LTL is 2EXPTIME-complete [PR89], whereas for GR(1)
it is only cubic in the size of the formula [PPS06].

To represent formulas of GR(1), we use w-automata with Biichi implication
acceptance condition, also known as one-pair Streett acceptance condition. The
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condition is defined as Acc = (E, F) € 29 x 2% and a run qoq; . . . is accepting, if it
holds that if the set E' is visited infinitely often, then the set F is visited infinitely
often, i.e.,

inf(gogr...)NE#0 = inf(gogr...)NF #0.

Note that the Biichi acceptance condition is a special case of Biichi implication ac-
ceptance condition with £ = Q. To translate a GR(1) formula to an w-automata
with Biichi implication acceptance condition, one first constructs deterministic
Biichi automata for each formula ¢;, p; and the deterministic Biichi automaton
that accepts the intersection of the languages of the given automata can be com-
puted using the well-known counting construction [BK0S].

2.2.4 LTL with Persistent Surveillance
In our work, we often consider LTL formulas of the following form
¢ = o N GF agy,, (2.2)

where ¢ is an LTL formula over AP and ag,, € AP is so-called surveillance
proposition. Besides satisfying the formula ¢, formula with persistent surveillance
that the surveillance proposition as,, is satisfied infinitely many times.

Given a word z € APT U AP“, we say that every satisfaction of the property
asyr in z completes a surveillance cycle. Specifically, the first ¢ > 0 such that
asyr € z(1) completes the first surveillance cycle of a word. For a finite word
z € APT such that as,, € last(2), #(z) denotes the number of complete surveillance
cycles in z, otherwise f(z) is the number of complete surveillance cycles plus one.

Technically, LTL with persistent surveillance is not a fragment of LTL because
the form in Equation 2.2 does not restrict the expressiveness of LTL. Indeed, every
LTL formula ¢ over AP is equivalent to the formula ¢ = ¢ A GF true.

2.3 Finite Discrete Systems

In this section, we introduce three increasingly more general types of discrete
systems with finite state and control spaces. First, a deterministic transition
system is introduced that is a finite system with no uncertainty. The second model
is a Markov decision process that includes probabilistic uncertainty. Finally, 21/2-
player games represent the most general type of a finite system that includes both
probabilistic and non-deterministic uncertainty.

2.3.1 Deterministic Transition Systems

System and its runs

Definition 4. A deterministic transition system (DTS) is a tuple
T =(S,T,AP,L),
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where S is a nonempty finite set of states, T C S x S is a transition relation,
AP is a nonempty finite set of atomic propositions and L: S — 247 is a labeling
function.

An initialized DTS is a DTS T = (S,T, AP, L) with a distinctive initial state
Sinit € 5.

We assume that for every s € S there exists s’ € S such that (s,s') € T. A
run of a DTS 7T is an infinite sequence p = sgs1 ... € S such that for every i > 0
it holds (s;, s;4+1) € T. We use RunT(s) to denote the set of all runs of 7 that
start in s € S. Let Run” = Uses Run’ (s). A finite run o = sg...s, of T is a
finite prefix of a run of 7 and Run/, (s) denotes the set of all finite runs of 7 that
start in s € S. Let Run] = Uses Runf (s). A cycle of a DTS T is a finite run
cyc =¢p...cm of T for which it holds that (¢, co) € T

By extending the labeling function, every infinite run p = sgs; ... € Run’ and
finite run ¢ = s¢...s, € Run]  induces a word L(p) = L(so)L(s1)... € (247)¥
and L(o) = L(sg) ... L(s,) € (247)T over the alphabet 247, respectively.

Control strategy

Definition 5. Let T = (S,T, AP, L) be a DTS. A control strategy for T is a func-
tion C: Runl — S such that for every o € Runl_, it holds that (last(c), C(0)) €
T.

A strategy C for which C(a1) = C(02), for all finite runs oy, 09 € Runf, with
last(o1) = last(o2), is called memoryless. In that case, C is considered to be a
function C: S — S. A strategy is called finite-memory if it can be defined as
a tuple C' = (M, next, trans, start), where M is a non-empty finite set of modes,
trans: M x S — M is a transition function, next: M x S — S selects a state of T
to be visited next, and start: § — M selects the starting mode. A strategy that
is not finite-memory is called infinite-memory.

A run induced by a strategy C is a run pc = sos1... € Run’ for which
si+1 = C(pg") for every i > 0. For every s € S, there is exactly one run induced
by C that starts in s. A finite run induced by C'is o¢ € Rung'n, which is a finite
prefix of some p¢.

Definition 6. Let T = (S,T,AP,L) be a DTS. A sub-system of T is a DTS
U= (Syu, Ty, AP, L|i;), where ) # Sy €S and Ty ST N (Sy % Sy). We use Ly
to denote the labeling function L restricted to the set Sy . If the context is clear,
we use L instead of Lly.

A sub-system U of T is called strongly connected if for every pair of states
s,s' € Sy, there exists a finite run o € Run¥ (s) such thatlast(c) = s'. A strongly
connected component (SCC) of T is a maximal strongly connected sub-system of
T. We use SCC(T) to denote the set of all strongly connected components of T .
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Every state of a DTS T belongs to at most one strongly connected component
of T. Hence, the cardinality of the set SCC(T) is bounded by the number of
states of 7.

Let C be a strategy, finite-memory or not, for a T'S 7. For every state s €
S, the run pc € Run’ (s) induced by C satisfies inf(pc) C Sy for some U €
SCC(T) [BK08]. We say that C' leads T from the state s to the SCC U.

Satisfaction of LTL formulas

We say that an infinite run p of a DTS 7T satisfies an LTL formula ¢ over AP,
denoted as p | ¢, iff it holds that L(p) &= ¢. We say that a strategy C for T
satisfies ¢ starting from a state s € S iff the run induced by C that starts from s
satisfies ¢.

2.3.2 Markov Decision Processes
System and its runs

Definition 7. A Markov decision process (MDP) is a tuple
M = (S, Act,P, AP, L),

where S is a non-empty finite set of states, Act is a non-empty finite set of actions,
P: S x Act x S — [0,1] is a transition probability function such that for every
state s € S and action o € Act it holds that ) .q P(s,a,s") € {0,1}, AP is a
finite set of atomic propositions, L: S — 24 is a labeling function.

An initialized Markov decision process is an MDP M = (S, Act, P, AP, L)
with a distinctive initial state sipix € S.

An action o € Act is enabled in a state s € S if it holds that >~ ¢ P(s,a, s') =
1. With a slight abuse of notation, Act(s) denotes the set of all actions enabled
in a state s. We assume Act(s) # () for every s € S.

A run of an MDP M is an infinite sequence of states p = sps1... € S¥
such that for every i > 0, there exists «; € Act(s;), P(si, i, Si+1) > 0. We use
Run™(s) to denote the set of all runs of M that start in a state s € S and
Run™ = |J, g Run™(s). A finite run o = s¢...s, € ST of M is a finite prefix
of a run in M and Runy’(s) denotes the set of all finite runs of M starting in a
state s € S. Let Runf! = Uses Rungl(s).

Every run p = sgs1... € Run™ induces a word L(p) = L(so)L(s1)... €
(24P)% . Similarly, a finite run o = s ... s, € Runj’! induces a finite word L(o) =
L(s0) ... L(sy,) € (247)*.

Remark 1. Note that if the transition probability function of an MDP satisfies
P(s,a,s") € {0,1} for all states s,s' € S and actions a € Act, then the set of
actions Act can be omitted and the MDP can be seen as a DTS.
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Control strategy

Definition 8. Let M = (S, Act, P, AP,L) be an MDP. A control strategy for
M is a function C': Runﬁﬁ — Act such that for every o € Runﬁﬁ it holds that
C(o) € Act(last(o)).

A strategy C for which C(0) = C(o’) for all finite runs 0,0’ € Run}! with
last(o) = last(o’) is called memoryless. In that case, we consider C to be a
function C: S — Act. A strategy is called finite-memory if it is defined as a tuple
C = (M, next, trans, start), where M is a finite set of modes, trans: M x S — M
is a transition function, next: M x S — Act selects the next action to be applied
in the MDP M, and start: S — M selects the starting mode for every s € S.

A run pc = $os1 ... € Run™ of an MDP M is a run under a strategy C for
M if for every i > 0, it holds that P(s;,C(pg"), sit1) > 0. A finite run under C
is a finite prefix of a run under C. The set of all infinite and finite runs of M
under C starting in a state s € S are denoted by Run™“(s) and Rung\g’c(s),

M’C(S) M,C M,C

respectively. Let Run™¢ = seg Run and Rung "™ = [J,cqg Rung, "™ (s).

Definition 9. A sub-system of an MDP M = (S, Act,P,AP,L) is an MDP
N = (Snr, Actpr, Plar, AP, L|nr) such that ) # Sy € S, 0 # Actyr € Act. We
use P|nr to denote the function P restricted to the sets Sy and Actpr. Similarly,
we use L|y with the obvious meaning. If the context is clear, we only use P, L
instead of P|nr, L|p.

An end component (EC) of M is a sub-system N such that for every pair of
states s, s' € Sy, there exists a finite run o € Runﬁg(s) with last(o) = s'. The set
of all end components and mazximal end components of M is denoted by EC(M)
and MEC(M), respectively.

The number of ECs of an MDP M can be up to exponential in the number
of states of M and they can intersect. On the other hand, MECs are pairwise
disjoint and every EC is contained in a single MEC. Hence, the number of MECs
of M is bounded by the number of states of M.

The following properties hold for any MDP M [BKO08]. For every EC N of
M, there exists a finite-memory strategy C for M such that M under C starting
from any state of A/ never visits a state outside A/ and all states of A/ are visited
infinitely many times with probability 1. On the other hand, having any, finite-
memory or not, strategy C, a state s of M and a run p of M under C that starts
in s, the set of states visited infinitely many times by p forms an end component.
Let ec € EC(M) be the set of all ECs of M that correspond, in the above sense,
to at least one run under the strategy C that starts in the state s. We say that
the strategy C' leads M from the state s to the set ec.

Probability measure

Let M be an MDP, s € S a state of M, and C a strategy for M. The following
probability measure is used to argue about the possible outcomes of applying C
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in M starting from the state s.

Let 0 € Rung\ﬁ’c(s) be a finite run. A cylinder set Cyl(o) of o is the set
of all runs of M under C that have o as a finite prefix. There exists a unique
probability measure Pré\/l’o on the o-algebra generated by the set of cylinder sets
of all runs in Runé\;l’c(s). For o =sg...s, € Runﬁ’c(s), it holds

n—1

PrMC(Cyl(0) = [] Plsi, Clo), s01)
1=0

and PrMY(Cyl(s)) = 1. Intuitively, given a subset X C Run™“(s), PrMC(X)
is the probability that a run of M under C that starts in s belongs to the set X.

Satisfaction of LTL formulas

Given an MDP M and an LTL formula ¢ over AP, we say that an infinite run
p of M satisfies ¢ over AP, denoted as p = ¢, iff it holds that L(p) = ¢. The
set of all runs under given strategy C that satisfy an LTL formula form a set
measurable in the probability measure Pr2t¢ [BK08]. The strategy C for M is
said to satisfy ¢ almost-surely, or with probability 1, starting from a state s € S
iff it holds that

P ({p | p | o)) = PriC(9) = 1.

Note that in such case, there might exist runs p € RunM(s) that violate the
formula but the probability of M executing such a run under the strategy C' is 0.

2.3.3 21/2-player Games
System and its runs

Definition 10. A two-player turn-based probabilistic game, or 21/2-player game,
1 a tuple
G =(S1USy, Act, P, AP, L),

where S = S1 U Sy is a non-empty finite set of states partitioned into a set S1 of
Player 1 states and a set So of Player 2 states, Act is a non-empty finite set of
actions for the players, P: (S1 U S3) x Act x (S1 U S2) — [0,1] is a probabilistic
transition function such that for every state s € S and action o € Act it holds that
Yoves P(s,a,8") € {0,1}, AP is a finite set of atomic propositions and L: S —
24P s a labeling function.

An action o € Act is enabled in a state s € S if it holds that >~ ¢ P(s,a, s') =
1. We use Act(s) to denote the set of all actions enabled in a state s. We assume
Act(s) # 0 for every s € S.

A run or a play of a 21/2-player game G is a sequence p € S such that
for all n > 1 there exists aw € Act such that P(p(n),o,p(n 4+ 1)) > 0. We use
Run?(s) to denote the set of all plays of G that start in a state s € S and
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Run? = Uses RunY(s). A finite play o is a finite prefix of a play of G. Let
Rungn(s) denote the set of all finite plays of G starting in a state s € S and
Rung, = J,cq Rungn(s).

The word induced by a play p = sgs;... € RunY is an infinite sequence
L(p) = L(s0)L(s1) ... € (24F)«. Similarly, a finite play of G induces a finite word
L(o) in (247)*.

Remark 2. Note that if S = Sj, or equivalently Sy = (), the 21/2-player game G is
an MDP, also called a 11/2-player game in game theory. Given a 21/2-player game

G, the 11/2-player interpretation of G, where the players cooperate, is denoted as
Geoop,

Control strategy

Definition 11. Let G = (S1USs, Act, P, AP, L) be a 21/2-player game. A Player 1
strategy for G is a function C': Runfgirl - S1 — Act such that for every play o €
Run{ - Sy of G it holds that C*(0) € Act(last(c)). Strategies C2 for Player 2 are
defined analogously.

A strategy C'! for Player 1 for which C'!(0) = C(¢") for all finite plays o, 0’ €
Rungn with last(c) = last(o’) € S; is called memoryless and we consider the
strategy to be a function C': S; — Act. A strategy is called finite-memory if it
is defined as a tuple C'! = (M, next, trans, start), where M is a finite set of modes,
trans: M x S — M is a transition function, next: M x S; — Act selects the next
action to be applied in Player 1 states, and start: S — M selects the starting
mode for every s € S. Memoryless and finite-memory strategies for Player 2 are
defined analogously.

A play pc1 o2 = 8081... € Run? of a game G is called a play under strategies
C',C? for Player 1 and Player 2, respectively, if for every ¢ > 0, it holds that
P(si,C(pgf',Cg),siH) > 0, where C is the Player 1 strategy C' iff s; € S; and
it is the Player 2 strategy C? otherwise. A finite play under C!,C? is a finite
prefix of a run under these strategies. The set of all infinite and finite plays of G
under the two strategies starting in a state s € S are denoted by Rund-¢"¢* (s)

1 2
and Rungr’lo C (s), respectively. Let Rund-¢":C* = Uses Run¢¢"-¢”* (s) and finally
g7cl’02 - g’Cl7c2
1:{unﬁn - USES Runﬁn (8)

Probability measure

Analogously as for MDPs, we define a probability measure over sets of plays of a
game. Let G be a 21/2-player game, s a state of G, and C! and C? strategy for
Player 1 and Player 2, respectively.

Let 0 € Rungl’lcl’c2 (s) be a finite play. A cylinder set Cyl(o) of o is the set of
all plays of G under C',C? that have o as a finite prefix. There exists a unique
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g701702

S

probability measure Pr on the o-algebra generated by the set of cylinder

sets of all runs in Rungl’lcl’cg(s). For 0 =€ Rungr’lcl’c2 (s), it holds
n—1
PrSQ,CRCZ(Cyl(O’)) _ H P(O’(Z),C(O'_”),U(Z + 1))7
=0

where C is the Player 1 strategy C! iff o(i) € S1 and it is the Player 2 strategy
C? otherwise, and Prg’cl’CQ (Cyl(s)) = 1.

Note that for the cooperative game G°°P the probability measure matches the
definition of the probability measure for MDPs.

Satisfaction of specification

Given a 21/2-player game G and an LTL formula ¢ over AP, we say that a play p
of G satisfies ¢, denoted as p |= ¢, iff it holds that L(p) = ¢. The set of all runs
under given strategies C', C? that satisfy an LTL formula form a set measurable
in the probability measure pr9.c1.C? [BKO08]. Strategies C'!,C? for Player 1 and

S
Player 2 are said to satisfy ¢ almost-surely, or with probability 1, starting from a

state s € S iff it holds that

P9 ({p | p o)) = Pr¥(g) = 1.

We use Almostg(qﬁ) to denote the almost-sure winning set in G for a formula ¢,
i.e., the set of all states of the game such that Player 1 has a strategy to ensure
satisfaction of the LTL formula ¢ with probability 1 irrespective of the strategy
of Player 2. Formally,

Almost9(¢) = {s € § | ICTVC? ; PrdCC®(¢) = 1},

The almost-sure winning set in the cooperative game G<°°P for a formula ¢ is
then defined as

Almost?™” (¢) = {s € § | 31 3C? : Pr9C () = 1.

2.4 Dynamic Systems

In this section, we introduce systems that have infinite, continuous state and con-
trol spaces. Namely, we consider systems that have linear dynamics and include
stochastic uncertainty. We start with several necessary definitions from geometry.

2.4.1 Polytopes

A (convex) polytope X C RY is defined as the convex hull of a finite set X =
{zi}ier C RY:

X =hull(X) = {> Nz | Vi: X €[0,1],) N =1} (2.3)

i€l i€l
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We use V(X)) to denote the vertices of X’ that is the minimum set of vectors in
RV for which X = hull(V(X)). Alternatively, a polytope can be defined as an
intersection of a finite number of half-spaces in RV:

X ={zecRY | Hyx < Ky}, (2.4)

where Hy, Ky are matrices of appropriate sizes. Forms in Equations 2.3 and
2.4 are referred to as the V-representation and H-representation of polytope X,
respectively.

A polytope X € RV is called full-dimensional if it has at least N + 1 vertices.
In this work, we consider all polytopes to be full-dimensional, i.e., a polytope
that is not full-dimensional is considered to be empty.

2.4.2 Linear Stochastic Systems
System and its runs

Definition 12. A linear stochastic system L is defined as
L: x4y = Axy + Buy + wy,

where vy € X C RN uy € U € RM are column vectors, X,U are polytopes in the
corresponding Fuclidean spaces called the state space and control space, respec-
tively, column vector wy € W C RY is the value at time t of a random vector with
values in polytope W. The random vector has positive density fyy: W — [0,1] on
all values in W. Finally, A and B are matrices of appropriate sizes.

The set of atomic propositions AP is given as a finite set of linear predicates
over the state space X of L:

AP ={a:cx <d|cecRY dcR},

where ¢ is a row vector. A labeling function L: X — 24T is defined as the set of
all linear predicates that are true in a state x, i.e., L(x) = {a € AP | cx < d}.

We use Xyt to denote the set of all states in RV outside of the state space X
that can be reached within one step in system L:

Koyt = {z e RV\ X |3’ e X, FJuecl,FweW: z = Az’ + Bu+w}. (2.5)

A run of a linear stochastic system L is an infinite sequence p = zox1... €
X% such that for every n > 0, it holds that z,+1 = Ax, + Bu + w for some
u € U,w € W. Moreover, every infinite sequence zg...x,—1(z,)* such that
To... Ty € X* - Xyt satisfies the above condition for every 0 < i < n — 2 is
also considered to be a run of £. We use Run®(z) to denote the set of all runs
of £ that start in a state z € X and Run® = Uzex Run®(z). A finite run
o =1xy...1, € Xt of L is a finite prefix of a run of £. For z € X, Run¥ ()
denotes the set of all finite runs of £ starting in # and Runf, = |J, ., Runf, ().

Every run p = xgx1 ... of a linear stochastic system generates an infinite word
L(p) = L(wo)L(x1)... € (247)% and similarly, every finite run ¢ = xg... 1,
generates a finite word L(o) = L(xo) ... L(zy,) € (247)7.
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Control strategy

Definition 13. Let L be a linear stochastic system. A control strategy for L is a
function C: Runk — U.

A strategy C for which C(07) = C(09), for all finite runs oy,09 € Rung,
with last(o1) = last(o2), is called memoryless. In that case, C' is a function
C: X — U. A strategy is called finite-memory if it can be defined as a tuple
C = (M, next, trans, start), where M is a finite set of modes, trans: M x X — M
is a transition function, next: M x X — U selects the control input to be applied,
and start: X — M selects the starting mode. A strategy that is not finite-memory
is called infinite-memory.

A run induced by C' is a run po = zor1... € Run® such that for every
i > 0, there exists w € W such that z;11 = Ax; + BC(pg*) + w. A finite
run induced by C is o¢ € Rungn that is a finite prefix of some pco. The set of
all infinite and finite runs of £ under C starting in a state x € X are denoted
by Run®¢(z) and Runé’c(x), respectively, and Run®¢ = User Run®“(z) and

n

L,C yuxel
Rung,” = {J,cx Rung, " ().

Probability measure

Let £ be a linear stochastic system of the form in Equation 12, x € X a state of
L and C' a strategy for L.

Given a finite sequence Xj ... X, of polytopes within the state space X, a
cylinder set Cyl(X;...&,) is the set of all runs p = zzy...2,... € Run®C(x)
such that x; € X; for all 1 < i <n.

There exists a unique probability measure Prﬁ’c on the o-algebra generated
by the set of all cylinder sets. For a sequence &} ... A, it holds

PriC(Cyl(X ... X,)) = / / P(x,dx)P(x1,dxs)- ...  P(zn_1,X,),

r1E€X] Tp_1€Xn_1

where P is the stochastic kernel of the linear stochastic system L.

Satisfaction of LTL formulas

A run p of a linear stochastic system L satisfies an LTL formula ¢ over the set
AP, denoted as p = ¢, iff it holds that Lp = ¢. A strategy C for L is said to
satisfy ¢ almost-surely, or with probability 1, starting from a state z € X if it
holds that

PrEC({p| p k= 6}) = PrEC(g) = L.
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2.5 Automata-based LTL Model Checking and Con-
trol Synthesis

The problem of LTL model checking aims to answer the following question:

Given a system and an LTL formula, does it hold that all runs under
all strategies satisfy the formula?

For probabilistic systems, we consider the qualitative version of the problem:

Given a probabilistic system and an LTL formula, does it hold that
the formula is satisfied with probability 1 under all strategies?

Dually, the problem of LTL control synthesis is defined as follows:

Given a system and an LTL formula, does there exist a control strategy
such that all runs under the strategy satisfy the formula?

Finally, the qualitative LTL control synthesis poses the following question:

Given a probabilistic system and an LTL formula, does there exist
a control strateqy such that the formula is satisfied with probability 1
under the strategqy?

The automata-based approach to model checking relies on the correspondence
between LTL formulas and w-automata. The main idea is to search for a run
that violates the formula. For probabilistic systems, the aim is to find a control
strategy that violates the formula with non-zero probability. If no such run or
strategy exists, the model satisfies the formula. The general idea of the algorithm
is as follows. First, the system is abstracted using a finite discrete model such as
the ones introduced in Section 2.3. The formula is negated and translated to an
w-automaton using techniques listed in Section 2.2. Next, a synchronous product
of the model and the w-automaton is constructed, where the runs of the model
that satisfy the negated formula can be easily identified through the accepting
condition of the w-automaton. Finally, the product is systematically analyzed to
find an accepting run of the product or a strategy that is accepting with non-zero
probability. If it exists, the answer to the model checking problem is no and the
found run or strategy serves as a counterexample for the formula satisfaction that
can be further analyzed.

To use automata-based approach in control synthesis, the above algorithm can
be applied with the following changes. First, the w-automaton is built for the LTL
formula, not its negation. In the synchronous product, one aims to find a control
strategy that induces only accepting runs. Analogously, for probabilistic systems,
the strategy must induce an accepting run with probability 1. The constructed
strategy is then the desired control strategy that guarantees satisfaction of the
formula.
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SYNTHESIS

discrete system

LTL formula ¢

discrete system

LTL formula ¢

LTL formula —¢

w-automaton w-automaton
4’{ synchronous product }‘7 4’{ synchronous product }‘7

yes no

no

yes

4{ satisfying behavior exists? }* 4{ satisfying behavior exists? }*

yes no (counter-example) no yes (control strategy)

(a) (b)

Figure 2.1: The outline of the automata-based approach to (a) LTL model
checking and (b) LTL control synthesis.

We summarize the framework for the automata-based approach to LTL model
checking and control synthesis in Figure 2.1. Based on the finite system at hand,
an appropriate w-automaton is used to represent the formula and the algorithm
to analyze the synchronous product explores the specific properties of both the
system and the w-automaton. The corresponding algorithms for DTSs, MDPs and
21/2-player games appear in the following chapters and serve as the cornerstones
for the designed techniques.
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Chapter 3

Control for Finite Discrete
Systems

In this chapter, we address a control problem for finite discrete models that is intu-
itively formulated as follows. Assume that every state of the system is associated
with a (possibly changing) value. The values can be used to encode quantita-
tive aspects of the system such as energy or time demands in given locations,
or rewards associated with visits of particular states. Motivated by persistent
surveillance missions for mobile robots, our goal is to optimize the expected cu-
mulative value incurred between consecutive satisfactions of a property associated
with some states of the system, while at the same time satisfying an additional
temporal constraint in the form of an LTL formula. While the problems of optimal
control and temporal logic control for finite discrete models are fairly well-studied,
the connection between the two is an intriguing problem with a potentially high
impact in applications.

In Section 3.1, we analyze the case, where the system is described using a
DTS and the values are interpreted as rewards, i.e., the goal is to maximize the
collected value. In Section 3.2, we follow with the dual problem, where the values
are interpreted as penalties and construct strategies that while satisfying the LTL
formula, minimize the expected collected value. Finally, in Section 3.3, a version
of this problem is considered for MDPs. Every section starts with a motivation
for the particular setup and a discussion on existing related work. We follow
with the formal problem formulation and the description of the designed solution
including illustrative examples for better understanding. All presented algorithms
were implemented and their usability is demonstrated on case studies.
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3.1 Deterministic Systems with Rewards

3.1.1 Motivation

In this section, we assume that the system is modeled using a deterministic tran-
sition system, as introduced in Definition 4. The task is to collect rewards that
dynamically appear, disappear and change their values in the states of the DTS
and that can only be sensed locally in close proximity from the current state. An
example of such a system is a robot moving through a partitioned environment.
The regions of the environment partition are states of the DTS and the robot can
move between the regions using motion primitives such as “go straight”, “go left”
and so on. The rewards can represent benefits associated with visiting a partic-
ular region at a particular time. A traditional approach to this kind of problem,
i.e., an optimization problem defined on a dynamically changing plant, is model
predictive control (MPC) [RM09]. The method is based on iterative re-planning
and optimization of a cost function over a finite time horizon and hence, it is also
called receding horizon control.

In this work, we focus on interconnecting the receding horizon control with the
synthesis of a strategy, or equivalently a run that is provably correct with respect
to a given temporal logic formula referred to as a mission. This idea appeared
in [WTM12c|, where the receding horizon approach was employed to fight the
high computational complexity of reactive motion planning with a specification
in GR(1) fragment of LTL. However, the authors did not consider any reward col-
lection to be optimized. In contrast, the authors in [DBC10] addressed a similar
problem that we do. They assumed a deterministic transition system with locally
sensed rewards changing according to an unknown dynamics. The problem ad-
dressed is to design a control strategy that (1) guarantees the satisfaction of the
mission and (2) locally maximizes the collected rewards. These two goals often
cannot be reached simultaneously. If the system primarily collects high rewards,
the mission might never be satisfied and vice versa, if the system is controlled
to accomplish the mission, the collected rewards might become low. The authors
utilized ideas from the automata-based approach to model checking in order to
iteratively find a local path maximizing the collected rewards among the local
paths that ensure that a step towards the mission satisfaction is made. This way,
they managed to compromise between the two goals.

Our work can be seen as a different, generalized approach to the above prob-
lem. In particular, we assume an LTL mission that includes persistent surveillance
of a set of states and a user-defined preference function expressing the desired
trade-off between the surveillance and the reward collection given the history of
the system execution. In other words, the preference function determines in each
moment whether moving towards a surveyed place or optimization of the col-
lected rewards is of a higher priority. Whereas the local path planned in [DBC10)]
always guarantees progress towards the satisfaction of the mission, in our case
this progress may be deliberately postponed (for a finite amount of time) if the
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collection of the rewards is prioritized. For example, consider a garbage truck
that is required to periodically visit two garbage disposal plants A and B and to
arrive to a plant as fully loaded as possible. In [DBC10], each local plan for the
truck would send the truck closer to A (or B, respectively) and the truck might
arrive half-empty. In contrast, through the preference function, we can define that
collecting the garbage is the primary target until the truck is full enough to drive
to a plant and that once it is, driving towards A (or B, respectively) becomes the
priority. Besides that, we generalize the problem from [DBC10] in the following
sense. The authors there assumed that the reward dynamics is completely un-
known. Therefore, when planning, they estimate that the rewards collected along
a planned local path would be equal to the sum of the rewards that are currently
seen at the states of this path and they aim to maximize it. We consider arbitrary
reward dynamics that might be unknown, known partially or even fully. We cap-
ture the concrete reward dynamics assumptions through a so-called state potential
function. Through these user-defined functions, we also allow for a broad class of
optimization objectives that aim at optimizing reward collection over a finite time
horizon such as the one discussed for the garbage truck. The problem we address
is to design a control strategy that (1) guarantees the satisfaction of the formula,
(2) locally optimizes the collection of rewards, and (3) takes into consideration
the preference function and the reward dynamics assumptions.

In our solution, we leverage ideas from the automata-based approach to model-
checking to provably guarantee the satisfaction of the mission and we introduce
several extensions that allow us to support both the preference function and the
arbitrary assumptions on the reward dynamics. We build a synchronous product
of the DTS and an w-automaton for the LTL mission that captures all the runs of
the system that satisfy the mission. We employ the preference function to com-
pute the attraction of states in the product and at each time, we choose the most
attractive state to be visited next. While the value of the preference function is
low, the system is primarily driven by the sensed rewards. However, as the pref-
erence function grows, the surveillance is prioritized and the attraction forces the
system to move not only towards the surveyed regions, but also towards accepting
states of the product, i.e., towards the satisfaction of the global specification.

The results presented in this section are based on our results in [STBv12].
The rest of the section is organized as follows. In Section 3.1.2, the problem is
described in detail and stated formally. The designed solution is presented in
Section 3.1.3. Finally, an illustrative case study is presented in Section 3.1.4.

3.1.2 Problem Formulation

Let T = (S,T,AP,L) be an initialized DTS with initial state sinx € S, see
Definition 4. Let

w: T — RT (3.1)
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be a weight function. With a slight abuse of notation, we use w(o) to denote the
weight of a finite run o = s¢...s, of the DTS, ie., w(o) = Z?;()l w((Siy Si+1))-
Moreover, w*(s,s’) denotes the minimum weight of a finite run from s to s'.
Specifically, w*(s,s) = 0 for every s € S and if there does not exist a run from s
to ', then w*(s,s’) = oco. For a set 8" C S we let w*(s,S") = mingcg w*(s,s’).
We say that a state s’ and a set S’ is reachable from s if and only if w*(s, s’) # oo
and w*(s,S") # oo, respectively.

We interpret the weight w((s, s)) of a transition (s,s’) € T as the amount of
time that this transition takes. That means, if the system is in a state s at time
t and follows the transition (s,s’) then it is in the state s’ at time ¢ + w((s, s")).
The time spent in states is 0. Associated with a run p = sgs;... € Run’ and a
finite run 0 = sg...s, € Runzi—n there is a sequence of time instances ¢yt ... and
to...tn, respectively, where t5 = 0 and ¢; denotes the time at which the state s;
is reached, i.e., tj11 = t; + w((si, Sit1))-

We assume a visibility range v € R>o,v > max(s ¢yer w(s, ') is given and we
use Vis(s) = {s' | w*(s,s’) < v} to denote the set of states that are within the
visibility range v from a state s € S. Let

rew : S x Runf, — R

be the reward function, where rew(s, sq . .. si) is the reward sensed in a state s € S
at time t after executing a finite run sqg... s, € RunﬁTn. Note that rew(s, sg ... sg)
is defined if and only if s € Vis(sg) and it is known only at time ¢; (and later),
not earlier.

A user-defined planning horizon and a state potential function are employed
to capture user’s assumptions about the reward dynamics and her interests. For
instance, the values of the rewards may increase or decrease at most by 1 during
1 time unit, they may appear according to a probabilistic distribution, or their
changes might be random. The user might have full, partial or no knowledge of the
reward dynamics. The reward might disappear once it are collected at the state,
or it might not. The user might be interested in, e.g., the maximal, expected,
or minimal sum of rewards that can be collected from a given state during a
finite run whose weight is no more than the planning horizon. The concrete
definitions of the planning horizon and the state potential function are meant
to be specifically tailored for different cases. Formally, the horizon is h € Ry,
h > max s syer w(s, s’) and the state potential function is

pot : § x Runf, x Rsg — Rxo, (3.2)

where pot(s, sg ... sk, h), is the potential of the state s at time t; assuming that
S0 - - . Sk is the so far executed run of the system. It is defined for all s such that
(sk,s) € T and it specifies the optimal rewards that can be collected during a
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finite Tun o € Rung;l(s, Sk, h), where

Run] (s, s, k) = {o | (i) o € Runf (s),
(i) w((s, 8)) + w(o) < h,
(iii) the states that appear in ¢ belong to Vis(sg)}.

Note, that the visibility range v and the planning horizon h are independent.
While v determines the set of states whose rewards are visible from the current
state sy, h gives the maximal total weight of a planned finite run o within Vis(sy),
which can be even greater than v.

Example 1. The function stating that the potential of s is the maximal sum of
rewards that can be collected from s assuming that the rewards do not change
while the system can sense them and that they disappear once collected is

pot(s,sg...Sk, h) = max E rew(s’, s ... k).
aERungn(s,sk,h)

s'eo
In fact, this is how authors in [DBC10] estimate the amount of rewards collected
on a local path.

To define our problem, we assume that the specification is given as an LTL
formula with persistent surveillance as defined in Section 2.2.4. Recall that a
formula with persistent surveillance is

¢ = ¢ N GF agyy,

where ¢ is an arbitrary LTL formula over AP and as,, € AP is a surveillance
proposition. The formula states that the system must satisfy a temporal constraint
¢ and at the same time, it must infinitely many times survey states Ssuyr = {Ssur |
asyr € L(ssur)} labeled with proposition agy,.

The user can partially guide whether the system should collect high rewards
or whether it should rather make a step towards the satisfaction of the surveil-
lance proposition as,, through a preference function. For example, the preference
function can grow linearly with time since the latest visit to asyr, meaning that
going towards as,, gradually gains more importance. In contrast, the value of the
preference function can stay low until the latest visit to as,, happened no later
than 100 time units ago and after that increase rapidly, expressing that the system
is preferred to collect rewards for 100 time units and then to move towards aey,
quickly.

Formally, the preference function

pref : Runf, — Rxg (3.3)

assigns a non-negative real value to every executed finite run sg...s; of T (pos-
sibly) taking into account the current values of the state potential function.
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Example 2. An example of a preference function is

pref(sg...sp) =0.01-w; - max pot(s,sg...Sk,h),
(sk,8)eT
where w; = w(s;...sy) such that asyr € L(s;) and asyr & L(s;), for all i < j < k.
If the surveyed state is being avoided, the total weight (or time) w; since the last
visit to a surveyed state gradually grows and eventually, the value of pref(sg. .. si)
overgrows the value of pot(s, sg...sg, h) for all s.

A shortening indicator function Ig,, : T — {0,1} indicates whether a transi-
tion leads the system closer to a state subject to surveillance, i.e.,

1 if min w*(s,sey) < min w*(s,s
ISsur((S7 3’)) = ssuressur ( ’ sur) Ssuressur ( ’ sur)’ (34)
0 otherwise,

where (s,s') € T.

Problem 1. Given
e an initialized DTS T = (S,T, AP, L) with initial state Sinix € S,

a weight function w,
an LTL formula ¢ over AP with persistent surveillance,
rewards rew (s, sq ... Sk) at time ty, for all s € Vis(sg),
a visibility range v € Rg,v > max(s g)er w(s, s'),
a planning horizon h € Rxg, h > max, gyer w(s, s'),
a state potential function pot,
a preference function pref,
find a control strategy C': Rung—n — S such that

(i) C satisfies ¢ starting from sinit and

(ii) assuming that s = C(sq...sy), the cost function

pot(s,so...Sk, h) + Is,, ((sk,s)) - pref(sp...sk) (3.5)
18 maximized at each time t.

Intuitively, condition (ii) is interpreted as follows. At each time, the aim
is to go to the state with the best trade-off between the amount of potentially
collected rewards and the importance of fast surveillance. The higher the value
of the preference function, the more likely a state closer to as,, is chosen. Note
that, in general, the satisfaction of the condition (ii) may cause violation of the
objective (i). Our goal is thus to provably guarantee satisfaction of the formula
and to maximize the value in Equation 3.5 if possible.

Our solution to Problem 1 consists of two consecutive steps. The first step
involves computation performed before the system starts its execution and the
second step is an online receding horizon control algorithm that is employed during
the system’s execution. In the first step, we construct a Biichi automaton for the
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LTL formula ¢ and its synchronous product with the DTS. We assign two Boolean
indicators to each transition of the product which indicate whether the transition
induces a progress towards a surveyed state of the DTS and both a surveyed state
and an accepting state of the BA, respectively. The receding horizon algorithm
computes the control strategy in real time, i.e., it determines the next state to be
visited by the system in every step of the system’s execution. In every iteration,
attractions of the states of the product are computed. The repeated choices of the
maximal attraction states lead to an eventual visit not only to a surveyed state,
but also to an accepting state of the BA, assuming that the following holds:

Assumption 1. For every run sgsy ... Run’ with the property that there exists
ny such that for every m > np it holds asy & L(sy,), it holds that there exists
ngy so that for every m > ng it holds pref(sq ... sm) > pot(s,sg...Sm,h) for all s,
where (8,,5) € T.

Intuitively, the assumption states that if a visit to a surveyed state is postponed
for a long time, the value of the preference function overweights the value of the
state potentials. Note that this is, in fact, quite natural. It only captures the
fact, that the user who defines the potential and the preference function wishes
to satisfy the LTL formula in long term and therefore the interest in making a
progress towards the satisfaction of the formula at some point naturally prevails
the interest in collecting the rewards.

3.1.3 Problem Solution

In this section, we give the details of our solution to Problem 1. We start with
the description of the pre-computation step. We define the product automaton
and describe how the two Boolean indicators for transitions of the product are
computed. We follow with the description of the online receding horizon con-
trol algorithm. Finally, we discuss the properties and optimality of the designed
approach.

Product construction

To employ the automata-based approach to control synthesis as described in Sec-
tion 2.5, we first translate the LTL formula ¢ to a non-deterministic Biichi au-
tomaton A using techniques discussed in Section 2.2. Next, we construct the
synchronous product of the DTS 7 and the BA A.

Definition 14. A product of a« DTS T = (S,T, AP, L) with initial state sinix € S
and a non-deterministic BA A = (Q,24%,8,qo, F) is a tuple

P =T x A= (Sp,Tp, spinit, AP, Lp, Fp),

where Sp = S X Q is a set of states, T'p C Sp X Sp is a transition relation, where
((s,q),(s',q")) € Tp if and only if (s, s') € T and (¢, L(s),q") € 6, $pinit = (Sinit, 90)
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is the initial state, Lp: Sp — 24T is a labeling function such that Lp((s,q)) =

L(s) for every (s,q) € Sp, and Fp = S x F is the set of accepting states.

We naturally extend the weight function w of the DTS T to a weight function
wp: Tp — RT for the product P such that wp(((s,q),(s',q))) = w((s,s")) for
every ((s,q), (s',4)) € Tp.

The product P can be viewed as an initialized TS with a set of accepting
states. Therefore, we adopt the definitions of a run p, a finite run o, its weight
wp (o), and sets Run”((s, ¢)), Run”, Runf ((s,¢)) and Runf, from Section 2.3.1.
Similarly, a cycle cyc of P, a strategy Cp for P and runs pc,,0c, induced by
Cp are defined in the same way as for a DTS. We also adopt the definitions of a
sub-system and a strongly connected component. On the other hand, P can be
viewed as a weighted BA over the trivial alphabet with a labeling function, which
gives us the definition of an accepting run of P.

Every run p and finite run o of P projects to a run 71 (p) and a finite run (o)
of T, respectively. Vice versa, for every run sgs; ... and finite run sqg...s, of T,
there exists a run (sg,qo)(s1,¢1) ... and finite run (sg,qo) ... (Sn,qn). Similarly,
every strategy for P projects to a strategy for 7 and for every strategy for T
there exists a strategy for P that projects to it. The projection of a finite-memory
strategy for P is also finite-memory.

Definition 15. Let P = (Sp, Tp, spinit, AP, Lp, Fp) be the product of an initial-
ized DTS T and a BA A. An accepting strongly connected component (ASCC) of
P is an SCCU = (Sy, Ty, AP, Lp) such that the set Sy N Fp is nonempty and
we refer to it as the set Fy of accepting states of U. We use ASCC(P) to denote
the set of all ASCCs of P that are reachable from the initial state Spinis.

Boolean indicator assignment

In this section, we define two Boolean indicators for every transition of the product

P of the DTS and the BA for the formula ¢ that will be used to compute the
control strategy during the online control algorithm.

Let Spsur = {(s,q) € Sp | asur € L(s)} denote the subset of states of P

that project onto the surveyed states in 7. Furthermore, let F3° C Fp and

Beur & Spsur be the sets of states from which Fp and Spsy, can be visited infinitely

many times, respectively. Sets F'3° and S3, can be computed iteratively as the

o

maximal sets of states from which a state in 53, and F3° is reachable via a finite
run of nonzero length, respectively, see Algorithm 1, lines 4-11.

Lemma 1. A run p of the product P is accepting if and only if it holds that
F2° Ninf(p) # 0 and S, Ninf(p) # 0.

Proof. Let p be an accepting run of P, i.e., Fp Ninf(p) # (). Note that there
is a state in Sps, that appears in p infinitely many times, because p satisfies
¢ and hence also GF ag,,. Then there exist infinite index sets I,J C N such
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that p(i) € Fp and p(j) € Speur for every i € I and j € J . For each state
p(i) € Fp,i € I there exist infinitely many states p(j) € Spsyr such that i < j € J,
and analogous holds for each state p(j) € Spsur,j € J. Hence, all states p(7), p(j)
for i € I,j € J belong to F5°, 53, respectively. On the other hand, if a state
from FZ° occurs on p infinitely many times, then p is clearly accepting. O

For each state u = (s,q) € Sp we define the minimum weight of a finite run
from u to a state from SZ;

Whe(w) = min wh(u,u) (3.6)

’ 0o
w ES7’sur

and the minimum weight of a finite run from u to S2,, containing a state u’ € Fp°

Whpgur(uu) = min (wh(u,u) + wh(d,u”)). (3.7)

Moreover, we define

wpg(w) = (wp(u, u'), wppg (u, ') (3-8)

where «' € F3° minimizes w} (u,u’) among the set of states that minimize Equa-
tion 3.7. Given wpy(u1) = (z1,y1) and wp,(uz) = (22, y2), Wpy(u1) < wp,(uz) if
and only if z1 < z9 and y; < yo.

Note that each state u € Sp with why, (u) = 0o or wp,(u) = (00, 00) cannot
occur on any accepting run of P. Therefore, we assume from now on that P
contains only states u € Sp with wpg, (u) # oo and wip,(u) # (00, 00).

Lemma 2. Vu € Sp \ S2,,,,3u' € Sp : (u,v'), € Tp, wpy, (u) > why,(u), and
Vu e Sp\ Fp°,3u € Sp : (u,u'), € Tp, wp,(u) > w;‘;¢(u’).

Proof. Follows directly from Equations 3.6, 3.7 and 3.8. 0

We are now ready to define the shortening indicator functions Ipsyr, Ipy: Tp —
{1, 0}, which indicate whether a transition induces progress towards the set S2_
and towards both the set F’3° and the set S3, via a state in F3°, respectively.
Formally, we let

1 if wp, (u) > wp, (u),

Ipg((u,u')) = { (3.9)

0 otherwise,

where z € {sur, ¢}.

Corollary 1. Vu € Sp \ S2,,,,3(u,v') € Tp such that Ipg,((u,u’)) = 1 and
Vu € Sp \ F2°,3(u,u’) € Tp such that Ipy((u,u’)) = 1.

The outline of the indicator assignment procedure for the product P is sum-
marized in Algorithm 1.
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Algorithm 1 Boolean indicator assignment

1: Input: P=TxA= (Sp,T”p,S'pinit,AP,LP,FP),’LUP

2: Output: Ipsyr, Ipg

3: F3 = Fp,S%,, = Spsur

4: while fix-point of F}z°, S2,  not found do

5: for all u € FZ°, s.t. min wh (v, u") = oo do
(u,u")ETP,u""€SE,,

6: remove p from Fp°

T end for

8: for all v € SZ,, s.t. (uyu/)erﬁjaung wh (', u") = 0o do

9: remove u from S2,,

10: end for

11: end while

12: for all u € Sp, s.t. whpg, (u) =00 V wp,(u) = (00,00) do

13: remove u together with incident transitions

14: end for

15: for all (u,u’) € Tp do

16: compute Ipsy((u,u’)), Ipy((u,u')) according to Equation 3.9
17: end for

Online control

The online control algorithm computes the control strategy for Problem 1 in
real time. At time ¢; such that sq...s; is the so far executed finite run of the
DTS T the algorithm determines the next state C(sg...si) of T to be visited.
Simply put, we compute the next state in the product P and then we project
it onto 7. Formally, T starts in its initial state sjh; and P in its initial state
spinit = (Sinit, go). For each finite run wg...uy of P, the algorithm computes the
next state of P denoted by Cp(ug...ur)) = ugs+1. The next state of T is then
C(so...5%) = m1(Ups1) = Sky1-

To guarantee that the control strategy C generates a run of T satisfying ¢,
it is sufficient to ensure that the control strategy Cp generates a run of P that
visits Fp infinitely many times. In 7, the high value of the preference function
pref was used to guide the system towards sur. Projected into the product, the
high value of pref can “send” the system towards a state in S5 ,,. We expand this
idea and use the preference function to guide the robot not only towards S%; .,
but also towards Fp°. This way, we ensure that F3° is indeed visited infinitely
many times.

In particular, we introduce two subgoals in P. The first one is the mission
subgoal, when a visit to F5° is targeted. The second one is the surveillance subgoal,
when we aim to visit S, . At each time, one of the subgoals is to be achieved
and once it is, the subgoals are switched and the other one is to be achieved.
Progress towards both subgoals is governed by maximization of the attraction
function attr that is defined for the product automaton in an analogous way as
the cost function in Equation 3.5 for Problem 1.
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Assume, that ¢ is satisfiable, i.e., that F5° and S, computed in Algorithm 1
are both non-empty and spiniy € Fp5°. The product P naturally inherits the
rewards from 7, i.e., rewp((s,q),(80,q90)---(Sk,qr)) = rew(s,so...sk). Thus,
the value of pot function can be computed on the product using rewp. We use
potp(u, ug ... ug, h) to denote the value of the state potential function for a state
u computed on P.

The value of the attraction

attr : 579 X Rungn X R>0 — RZO

is computed differently for the two subgoals. Initially, the subgoal to be achieved
is the surveillance one and the attraction is

attr(u,ug ... ug, h) = potp(u,ug . .. ug, h) + Ipsur((ug, w)) - pref(m (uo . . . ug)),

(3.10)
where (ug,u) € Tp. For a finite run wg...ug, let Cp(ug...ur) be the state
with the highest attraction (if there are more of them, we choose one randomly).
Hence, if the attraction of a state that is not closer to the subgoal is higher
than the attraction of ones that are, the collection of rewards is preferred and
vice versa. However, note that repeated choices of the states that maximize attr
together with Assumption 1 guarantee that the surveillance subgoal, i.e., a visit
to SP.,r, Will be eventually achieved. Once it is, the mission subgoal becomes the
one to be reached.

For the mission subgoal, the attraction needs to be defined in a different way.
The reason is that with an analogous definition as for the surveillance subgoal, we
would not be able to ensure eventual visit to F5°. Intuitively, if asy, was repeatedly
unintentionally visited, the value of pref(m(ug...ux)) might not overgrow the
value of potp(u,up...ug, h), the “non-shortening” transitions might always be
chosen to follow and a visit to F’3° might be infinitely postponed.

Thus, we define a projection function 71 that projects a finite run wug . .. uy of
P onto the corresponding finite run of 7 while removing ag,, from some of the
states. In particular, on 71 (ug ... ug), the proposition as,, appears at most once
between every two successive visits to an accepting state in F5°.

Definition 16. Let T = (S, sinit, I, AP, L) be a DTS, where S = SU{5 | s € S},
if (5,8') € T then (s,5'),(5,5'),(s,8),(5,8) € T, and L(s) = L(s) and L(3) =
L(s) \ {asur} for all s € S. Let ug...uy be a finite run of P. We define:

T1(uo - .. ux)(0) =m1(uo)

771(“2’) if Asur g LP(ui) or
asur € Lp(u;) and 3j <i: u; € F3° such that
Vi <Il<i: asy ¢ LP(ul)

m1(u;) otherwise.

Ti(uo - . up) (i) =
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The definition of the attraction for the mission mode is

attr(u, ug . .. ug, h) = potp(u, ug . .. ug, h) + Ipp((ug, w)) - pref(mi(ug . . . ug),
(3.11)

where (ug,u) € Tp. Similarly as for the surveillance subgoal, the state Cp(ug . . . ux)
is the state maximizing the attraction (if there are more of them, we choose one
randomly). The construction of the attraction together with Assumption 1 ensure
that the mission subgoal is always eventually reached. Once it is, we aim for the
surveillance subgoal again. If both of the subgoals are reached simultaneously,
the surveillance subgoal is set to be reached.

The outline of the solution to Problem 1 is given in Algorithm 2.

Algorithm 2 Solution to Problem 1

1: Input: T, w, ¢,rew, v, h, pot, pref
2: Output: control strategy C'
3: compute a BA A for ¢ and the product P =7 x A
4: run Algorithm 1
5: if FZ° = 0 or spinic & F7° then return “Formula cannot be satisfied”
6: end if
7: 0 = Spinit, Subgoal := agy,, k :=0
8: while true do
9 for all u, s.t. (ug,u) € Tp do
10: compute attr(u, o, h) using Equation 3.10 if subgoal = ag,,
and Equation 3.11 if subgoal = ¢
11: end for
12: Cp(0o) := arg max attr(u, o, h)
u€eSp

13: C(m (o)) :=m(Cp(0))
14: if subgoal = as,r and Cp (o) € SZ,, then

15: subgoal := ¢

16: end if

17: if subgoal = ¢ and Cp (o) € F3° then
18: subgoal := agy,

19: end if

20: concatenate Cp (o) to o; k:=k+1
21: end while

Properties of the solution

In this section, we prove that under Assumption 1, our algorithm is correct and
complete with respect to the satisfaction of the LTL formula (condition (i) of
Problem 1). We discuss the sub-optimality of the solution and we introduce
an assumption under which the locally planned run is optimal with respect to
condition (ii) of Problem 1 among the solutions that do not cause an immediate,
unrepairable violation of ¢.
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Theorem 1. Algorithm 2 results in a strategy C' that satisfies ¢ starting from
the initial state sj,t, if such a strategy exists.

Proof. 1f Algorithm 2 returns “Formula cannot be satisfied” then F3° is empty
and according to Lemma 1 and ¢ cannot be satisfied in 7.

Now assume that Algorithm 2 computes a strategy Cp for the product P.
We show by contradiction that Cp generates a run p of P that visits the set F3°
infinitely many times. Assume that there is a finite prefix ug . .. ux of p such that
up ¢ Fp° for all n > k and assume that the current subgoal is the surveillance one.
Then according to Assumption 1 and the definition of the attraction function in
Equation 3.10, the value of pref(m(uo...uk...u;)) > potp(u,ug...uk...u;h)
for all prefixes ug...ug...u; of p such that [ > m for some m > k. This means
that the “shortening” transitions will be preferred over the “non-shortening”
ones since t,, and thus, u; € S5, will be reached eventually. Second, as-
sume that the mission subgoal is the current one. Then according to Assump-
tion 1 and the definition of the attraction function in Equation 3.11, the value of
pref (71 (ug ... ug...u;)) > potp(u,ug...ug...u;h) for all prefixes ug...uk ...y
of the run p such that [ > m for some m > k. Analogously to the former case,
uj € F5° will be reached eventually. Thus the proof is complete. O

In general, the satisfaction of condition (ii) of Problem 1 cannot be guaranteed
as repeated visits to the state maximizing Equation 3.5 might prevent the mission
to be satisfied. However, we reach some level of optimality as discussed bellow.

In the attraction definition in Equation 3.10, the value of the state potential
function potp(u,ug...ug, h) is computed in the product instead of the DTS. As
a result, it is computed assuming that only sequences of transitions that do not
cause an immediate, unrepairable violation of the formula can be followed from
s = mi(ug). If the current subgoal of the online planner is the surveillance
subgoal, the following optimality statement can be made: A state of P maximizing
the attraction in Equation 3.10 projects onto the state of 7 maximizing the cost
function in Equation 3.5 taking into consideration only finite runs that do not
cause an immediate violation of the formula. In contrast, if the current subgoal
of the online planner is the mission one, we cannot claim the similar. First, the
indicator function in the attraction in Equation 3.10 does not indicate whether a
transition of the product automaton leads closer to ag,,, it rather indicates whether
it leads closer to both an accepting state and ag,,. Second, the preference function
in the attraction function in Equation 3.10 is computed for 71 (ug . . . uy) instead
for m (ug . ..ug). This is necessary for correctness of the algorithm, however, as
a result, the value of pref(71(up . ..ux)) in the attraction in Equation 3.10 might
be different than the corresponding value of pref(sg...sx) in the cost function in
Equation 3.5.

In case F° = {u' € Sp | u € S, and (u,u') € Tp}, the mission subgoal is
reached always exactly one planning step after the surveillance subgoal is reached.
Therefore, we can reach the optimality that was stated in the previous paragraph
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for the surveillance subgoal also for the mission subgoal, since all the transitions
from S3,,, are always “shortening” with respect to F’z°. In particular, this is the
case if a Biichi automaton with the property that all the transitions leading to
an accepting states are labeled with a set containing aer, is used in the product
automaton construction. For instance, a surveillance fragment of LTL defined
in [CTB12] guarantees existence of such a BA. The fragment includes LTL for-
mulas that require to repeatedly visit a surveillance proposition ag,, (called an
optimizing proposition in [CTB12]) and to visit a given set of regions in between
any two successive visits to states satisfying ae,,. In addition, ordering constraints,
request-response properties, and safety properties are allowed.

Complexity

The size of a BA for an LTL formula ¢ is 2°U0¢D in the worst case, where |4
denotes the length of the formula ¢. However, note that the actual size of the
BA is in practice often quite small. The size of the product P is O(|S| - 200¢D).
A simple modification of the Floyd-Warshall algorithm is employed to find the
minimum weights between each pair of states in O(|P|?). The same complexity
is reached for the computation of F3°, S, ., wpg, and w;;¢. The shortening
indicators Ips,r, Ipy can be computed in linear time and space with respect to
the size of P. The overall complexity of Algorithm 1 is O((|S] - 2°U¢D)3). The
complexity of the online planning algorithm highly depends on the complexity of
the state potential and the preference functions. The set Rungl(s, Sk, h) can be
computed in O(d"), where d denotes the maximal out-degree of states of P. If pot
and pref functions took constant time to compute, the online planning algorithm
would be in O(d - d") per iteration.

3.1.4 Case Study

We implemented the framework with several concrete choices of the state potential
and the preference function. In this section, we report on simulation results to
illustrate employment of our approach.

We consider a data gathering robot in a grid-like partitioned environment
modeled as the DTS depicted in Figure 3.1. The robot collects data packages of
various, changing sizes (rewards) in the visited regions. The following is known
about the reward dynamics: A non-negative natural reward can appear in a state
with the current reward equal to 0. The probability of the fresh reward being
from {0,...,15} is 50% as well as from {16,...,60}, i.e., the smaller-sized data
packages are more likely to occur. The reward drops by 1 every time unit as the
data outdate. The visibility range v is 6. For example, in Figure 3.1 the visibility
region Vis(sinit) for the current state syt is depicted as the blue-shaded area.

The mission assigned to the robot is to alternately visit the two transmitters
(in green, labeled with propositions a, and b, respectively), while avoiding unsafe
locations (in red, labeled with ). The surveillance proposition agy, is true in both
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Figure 3.1: A weighted DTS representing the robot (illustrated as the black
dot) motion model in a partitioned environment. Individual regions of the par-
titioned environment are depicted as states. Transmitters are in green (labeled
with propositions a and b, respectively), unsafe locations (labeled with u) are in
red. The set of transitions contains every pair (s, s’) of vertically, horizontally or
diagonally neighboring states. Weights of a horizontal and a vertical transition
are 2, weight of a diagonal transition is 3.

transmitter regions. The LTL formula for the mission is
¢ = G(a=X(-aUb)) A G((b=X(-bUa)) AG(-u) A GF ag.

In our simulations, we consider the planning horizon h = 9 and several variants
of the state potential function and the preference function that are summarized in
Table 3.1. The first state potential function pot; is the maximal sum of rewards
that can be collected on a finite run while taking into account the reward behavior
assumptions described above. If the run visits a state more than once or a reward
of a state drops below 0, we assume the reward there is 15. The second state
potential function poty is defined as the maximal size of a single data package
that can be collected on a finite run.

The respective ratio of the value of pref and the maximum value of pot is al-
ways non-decreasing with the time elapsed since last transmission and the value of
pref overgrows the maximum value of pot when the elapsed time is 50. Intuitively,
pref; sets zero importance on going towards a transmitter if the last transmission
occurred not more then 50 time units ago. On the other hand, pref, rises quite
slowly at the beginning and very quickly later. In contrast, the function prefs
grows very fast in the beginning and its growth slows down.

For each of 6 instances we executed 5 runs of 100 iterations of the online
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Table 3.1: State potential and the preference functions used in the case study.

poty(s,so0...8k,h) = max Z,‘L‘jgl fi(o(i),s0...8k,0)
aERunzi—n(s,sk,h)
poty(s,80...85,h) = max ( Omalx‘ 1f2(a(i),so...sk,a)),
i=0,..., -

O'ERUYIZ;H(S,Sk,h)
rew(o(4),50...56) —w(o™") if this value > 0,0(i) # sk

fi2(c(@),s0...86,0) = and Vj < i: o(j) # o(i)

fi=15f2=0 otherwise
0 if e oo e < 50

pref;(so...s.) = if w(s o o) <
maxpot(so ...k, h) +1 otherwise

prefy(so...sx) = =55 W(Siy, .- 5k)° - maxpot(so ... s, h)

prefs(so...s6) = 3%/% - 3/ w(Sig, - - - Sk) - maxpot(so . . . Sk, h)

tsr = max{i|0 <3<k, s, € Seur}
maxpot(sg...sk,h) = max _pot(s,so...Sk,h)
(sg,s)ET

planner. The sizes of the data collected in time are depicted in Fig. 3.2. Table 3.2
shows the mean of average reward per transition and the time between consecutive
surveys, respectively. As expected, the faster the preference function grows with
time since the last survey, the smaller the reward per transition and the shorter the
time between consecutive transmissions are. For pref; and pref,, the difference in
the reward per transition is not high, since in both cases the collection of rewards
is preferred in the beginning, whereas prefs is very steep and therefore drives the
robot towards transmitter quickly. Function pot; computing the maximal sum of
rewards that can be collected gives, as expected, higher average and lower variance
for both objectives comparing to pot, that aims to collect big packages.

The experiments were run on Mac OS X 10.7.3 with 2.7 GHz Intel Core i5
and 4 GB DDR3 memory. The BA had 8 states (3 accepting) and it satisfied
the condition for optimality from Section 3.1.3. The product had 800 states.
Algorithm 1 took 6 seconds and one iteration of the online receding horizon control
algorithm 1-2 milliseconds.

3.1.5 Conclusion

We proposed a general framework for control synthesis in an environment with dy-
namically changing locally sensed rewards. While a high-level surveillance mission
is guaranteed to be accomplished, the user-defined priorities on trade-off between
the surveillance frequency and the reward collection are taken into account. The
system is modeled as a weighted deterministic transition system and although the
weights are in this chapter interpreted as time durations of the transitions, they
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Figure 3.2: Total size of data collected since the last transmission with respect
to time depicted for each executed run.

Table 3.2: Statistical results for the reward per transition (rew/T") and the time
between consecutive surveys (t) for different choices of pot/pref functions (in the
header). AVG is the mean of average computed on each run and VAR the mean
of variance computed on each run. v shows the percentage variance of the average
among the runs.

| | |1 |12 |13 21| 22| 2/3 |
AVG || 338 | 33.7 | 282 | 30.8 | 20.2 | 25.9
vew/T | v | 24% | 4.4% | 6.0% | 3.9% | 5.8% | 8.3%
VAR | 13.8 | 146 | 15.9 | 19.2 | 18.3 | 18.7
AVG | 734 | 46.0 | 26.7 | 66.2 | 41.9 | 26.4
t v | 24% | 8.0% | 2.1% | 8.4% | 7.7% | 3.0%
VAR || 28 | 6.0 | 27 [ 112 | 65 | 3.3

can be, in general interpreted, as any quantitative aspect, such as length or cost.

3.2 Deterministic Systems with Penalties

3.2.1 Motivation

In this section, we consider an analogous problem to the one discussed in Sec-
tion 3.1. We assume that the system is modeled as a weighted deterministic
transition system with time-varying, locally sensed values associated with every
state. However, here we assume that the values are interpreted as penalties that
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can be used to encode various dynamic features of the system. For example, con-
sider a mobile robot involved in a surveillance mission in a dangerous area and
under tight fuel and time constraints. The correctness requirement is a temporal
logic specification, e.g., “Alternately keep visiting A and B and always avoid C”,
while the resource constraints translate to minimizing a cost function over the
feasible trajectories. The concept of such dynamic values is well adopted, e.g., in
reinforcement learning [Szel0] with applications in robotics, games or economics.
Here, we consider probabilistic penalties defined as Markov chains that are used
to model environmental phenomena with known statistics such as the traffic load
or the value of a stock.

Unlike in Section 3.1, our goal is to optimize penalty collection over infinite
time horizon. To be specific, given an LTL mission involving persistent surveil-
lance, our goal is to minimize the expected average cumulative penalty incurred
between consecutive visits of states under surveillance, while at the same time
satisfying the additional temporal constraint. We design two algorithms that
bring together concepts from automata-based model checking, game theory and
receding horizon control. The first computes an offline, optimal control strategy
that uses only the a priori known transition probabilities of the penalties’ Markov
chains, but does not exploit their actual values sensed in real time. Up to special
cases, the optimal strategy requires infinite memory. We show that using simple
feedback, the strategy can be implemented efficiently. The second proposed al-
gorithm shows that by taking advantage of the local sensing, we can design an
online, receding horizon control strategy that, while still satisfying the temporal
specification, provides lower value of the optimization function. The online strat-
egy is a heuristic that locally improves the offline strategy based on local sensing
and simulation over a user-defined planning horizon. While we can prove opti-
mality of the offline strategy among the strategies that disregard local sensing,
it is intractable to construct or use an optimal strategy among those that utilize
it. We also suggest a method to construct a whole class of online strategies with
good expected behaviors.

This paper is related to [STBR11, WTM12a|, which also focus on optimal
control for weighted deterministic transition systems with temporal constraints.
In [STBR11], the authors develop a control strategy that minimizes the maximum
weight between consecutive visits to a given set of states, subject to constraints
expressed as LTL formulas. In addition to weights, transitions in [WTM12a] are
assigned with costs and a strategy is constructed that minimizes the weighted
average cost, while satisfying an LTL formula. The proposed solution is related
to our offline approach, where we disregard the local sensing of penalties and
consider only their expected, static value. We address this correlation and our
contribution over [WTM12a] in more detail in the following sections.

The results presented in this section are based on our results in [SvB13b,
SvB15]. The rest of the section organized as follows. In Section 3.2.2, we describe
Markov chains as models of penalties. The problem is formally stated in Sec. 3.2.3
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and Sec. 3.2.4 contains our main results. Finally, in Sec. 3.2.5, we present the two
case studies and discuss simulation results.

3.2.2 Markov Chains

Definition 17. A Markov chain (MC) is a tuple M = (G, P, pinit), where G is
a nonempty finite set of states, P : G x G — [0,1] is a transition probability
function such that Zg’EG P(g,9') =1 for all g € G and pjnir : G — [0,1] is an
initial distribution, i.e., deG pinit(g) = 1.

A run of a Markov chain is an infinite sequence gpg19> ... € G* such that for
every i > 0 it holds P(g;,gi+1) > 0. A finite run of M is a finite prefix of a run
of M. A Markov chain is called strongly connected if for every pair ¢g,¢' € G of
states there exists a finite run from g to ¢’. We call a Markov chain nontrivial if
|G| > 1 implies that there exist g, ¢’ € G such that P(g,¢’) € (0,1).

In this work, we only consider strongly connected nontrivial Markov chains
due to reasons explained later in Remark 3 and we interpret them as discrete
stochastic processes [Nor98], i.e., time series of values that involve probabilistic
indeterminacy. We assume that the set of states G = {go, g1, - . . gn} is an ordered
finite set of non-negative real numbers and we refer to G as the set of values.
We use M(t) to denote the value (or state) of Markov chain M at time ¢ € Np.
The function P can be represented as a square matrix Ay = {A;;}, where A4;; =
P(gi, 95)-

Definition 18. The invariant distribution of a (strongly connected nontrivial)
Markov chain M = (G, P, pinit), G = {g0,---,9n}, 1S a vector vaq of size n + 1
such that for every 0 < i < n it holds 0 < vpg(2) < 1, Yo yvm(i) = 1 and
Um - Am = Unm.

Intuitively, vo4(7) is the probability of the Markov chain M being in state g; at
any point of an execution. Note that the invariant distribution can be effectively
computed using the above definition. The expected value of M is then

Mg =Y vm(i) - g
=0

Assume that M(t) = g; for some t > 0,0 < ¢ < n, and let £ > 0. The simulated

expected value
n

Maim(t, g6, k) = D (AR - 95

J=0

is the expected value of M at time ¢ + k assuming that its value is g; at time t.

3.2.3 Problem Formulation

Consider a DTS T = (S, T, AP, L) with initial state sj,i; € S and a weight function
w: T — RT as in Equation 3.1. The weight w((s, s’)) represents the amount of
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time that the transition (s,s’) € T takes and the system starts at time 0. We
use t,, to denote the point in time after the n-th transition of a run, i.e., initially
to = 0 and after a finite run o € Run{, (sinit) of length n+1 the time is t,, = w(o).
We assume there is a dynamic penalty associated with every state of the tran-
sition system. The penalty in a state s € S is defined as a (strongly connected
nontrivial) Markov chain M. With a slight abuse of notations, we use

pen(s, t) = M,(t)
to denote the value of the penalty in a state s € .S at time ¢ € Ny and
penE(S) = Mg

is the expected value of the penalty in state s. Assuming that the penalty in state
s is x at time t € Ny,

pensim(s’ t, Z, k) = MS sim(ta Z, k)

is the simulated expected value of the penalty in state s at time t + k. We use
pen,, .. to denote the maximum possible value of a penalty over all states. Upon
the visit of a state, the corresponding penalty is incurred. The visit of the state
does not affect the penalty’s value or dynamics.

In every execution of the transition system 7, the probabilistic choices during
the evolution of all penalties are resolved in some particular way that we call
penalty profile. A penalty profile A determines, for a particular execution of the
TS T, the value of penalty in every state at every time moment. The penalty
profile that is being followed in an execution is not known to us. Nevertheless, we
can compute the probability Pr(A, k) that a penalty profile A will be followed in
the first £ time units of an execution based on the Markov chains Mg, s € S.

Motivated by robotic applications, where various sensors typically provide
reasonable measurements only within certain range, we assume that the penalties
are sensed only locally in close proximity from the current state. To be specific,
we assume a visibility range v € N is given. If the system is in a state s € S
at time ¢, the penalty pen(s’,t) of a state s’ € S is observable if and only if
s e Vis(s) = {s' € S| w*(s,s’) < v}. The set Vis(s) is also called the set of
states visible from s. We consider the penalties to be an integral part of the DTS
and thus, a strategy for the DTS might consider in its decision procedure not only
the sequence of states that have been visited in the past but also the penalties
incurred and observed in the meantime. Therefore, the run induced by a strategy
C for T may differ under different penalty profiles. We use pc,a(s) to denote the
run induced by a strategy C' under a penalty profile A starting from a state s € S.

We assume that the specification is given as an LTL formula with persistent
surveillance as defined in Section 2.2.4. Recall that a formula with persistent
surveillance is

o =¢pAN GF agyr,
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where ¢ is an arbitrary LTL formula over AP and as,, € AP is a surveillance
proposition. The formula states the system must satisfy a temporal constraint
¢ and at the same time, it must infinitely many times survey states Squr = {s €
S | asur € L(s)} labeled with the proposition ag,. We extend the notation from
Section 2.2.4 and use f(o) to denote the number of complete surveillance cycles
in a finite run o such that last(c) € Ssur, otherwise §(o) denotes the number of
complete surveillance cycles in ¢ plus one.

The long-term optimization objective is defined as follows. Let Vrc: S — Rg
be a function such that Vi c(s) is the expected average cumulative penalty per
surveillance cycle (APPC) incurred under a strategy C for 7 starting from a
state s € S:

S pen(pe, (i), w(pgh))

Vrc(s) = limsupZPr(A, k) - =2 —
k—oo X ﬁ(PC,A)

(3.12)

where po A € RunT(s) is the run induced by C' starting from s under a penalty
profile A. In the special case, when as,, € L(s) for every s € S, the long-term
optimization objective minimizes the expected average penalty incurred per stage
that is a standard optimization objective in control theory [Ber12] as well as in
game theory [AG11].

Problem 2. Given
an initialized DTS T = (S, T, AP, L) with initial state sinix € S,
a weight function w,
an LTL formula ¢ over AP with persistent surveillance,
penalties defined by (strongly connected nontrivial) Markov chains Mg, s €
S;
e a visibility range v € Ro,v > max(s ¢)er w(s, s'),

find a control strategy C': Rung1 — S such that

(i) C satisfies ¢ starting from Sinix and

(11) among all strategies satisfying (i), C minimizes the APPC value Vi c(Sinit)

defined in Equation 3.12.

Note that a strategy that solves Problem 2 is dependent on the penalty profiles
and it defines an optimal control sequence for each penalty profile separately.
However, due to the probabilistic nature of penalties, we are not able to predict
their values in the future precisely, i.e., we are not able to determine the profile
that is being followed during an execution. Hence, even if we were able to construct
the solution to Problem 2, we do not have the means to use it. Therefore, we
consider the following relaxed version of Problem 2. Consider strategies that are
independent on the penalty profiles, i.e., pc,a(s) = pc.as(s) for any two penalty
profiles A, A’ and a state s. Note that such strategies may still consider the
Markov chains defining the penalties in states of the T'S and their expected values.
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For this type of strategies the value Vr c(s) for a state s € S from Equation 3.12
can be computed easily as follows:

X penloeld)
Vrco(s) = llgisip o) : (3.13)

Problem 3. Given
e an initialized DTS T = (S,T, AP, L) with initial state Sinix € S,
a weight function w,
an LTL formula ¢ over AP with persistent surveillance,
penalties defined by (strongly connected nontrivial) Markov chains Mg, s €
S;
e a visibility range v € R>o,v > max(s g)er w(s, s'),
find a control strategy C': Runzi; — S such that
(i) C is independent on penalty profiles,
(i) C satisfies ¢ starting from sinix and
(i1i) among all strategies satisfying (i) and (ii), C' minimizes the APPC value
Vr.c(sinit) defined in Equation 3.13.

In Section 3.2.4, we propose an algorithm to design a strategy that solves
Problem 3. Since the resulting strategy is independent on penalty profiles, it does
not take advantage of the local sensing of penalties. It is computed in an offline
manner and we refer to it as the offline strategy or offline control. While the offline
strategy minimizes the APPC value among strategies satisfying the formula that
are independent on penalty profiles, there may exist strategies that are dependent
on penalty profiles and while satisfying the formula, provide lower APPC value
than the offline control. We construct such a strategy in Section 3.2.4 as well.
Since the strategy is dependent on penalty profiles, it considers the penalties
observed in real-time. This online control is constructed using the principles from
receding horizon control, where we locally improve the offline control according
to the penalties observed from the current state of the DTS and their simulation
over the next h time units, where h € Ny is a user-defined planning horizon. Note
that the variable planning horizon will be used differently here and in Section 3.1.
The online strategy is a heuristic, and we also suggest a method to construct a
whole class of strategies with similar properties. In Section 3.2.5, we evaluate all
designed control strategies on illustrative case studies. All strategies synthesized
in this work are infinite-memory in general, but can be implemented efficiently
using simple technical improvements.

Example 3. Consider a robot whose motion in a grid-like partitioned environ-
ment is modeled by the transition system depicted in Figure 3.3a. The robot
transports packages between two delivery locations, marked green in Fig. 3.3a.
The blue state marks the robot’s base location. There is a transition between ev-
ery two vertically, horizontally, and diagonally neighboring states. The weight
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0 s 2[5 3[5 45 1
0 0 1.0 O 0 0 0
/s 0 0 1.0 O 0 0
2/s 0 0 0 1.0 O 0
3/5 0 0 0 0 1.0 0
4/5 0 0 0 0 0 1.0
1 1-p(s) 0 0 0 0 p(s)

(b)

(c)

Figure 3.3: (a) Transition system modeling the robot (black dot) motion in a
partitioned environment. There are two delivery locations shown in green, a base
shown in blue, and unsafe locations shown in red. (b) Transition matrix Aa, of
the Markov chain M that defines the penalty in a state s. (¢) Graphical represen-
tation of the function p: S — (0, 1). The values range over the set {0.1,...,0.9}.
Darker shades indicate higher values.

of a horizontal and vertical transition is 2, for a diagonal transition it is 3.
The Markov chain M, defining the penalty in a state s has the set of values
G = {0, %, %, %, %, 1}, the initial distribution is the uniform distribution over G
and the transition matrix is of the form shown in Figure 3.3b. Intuitively, every
penalty increases every time unit by % and always when the penalty is 1, in the
next time unit the penalty remains 1 with nonzero probability p(s) or it drops to
0 with nonzero probability 1 — p(s), where p: S — (0,1) is a function over states
of the system, defined in Figure 3.3c. The visibility range v is 6. For example, in
Figure 3.3a the set Vis(s) of states visible from the state s, with corresponding
penalties, is depicted as the blue-shaded area.

The mission for the robot is to transport packages between the two delivery
locations (labeled with propositions a and b, respectively) and infinitely many
times return to the base (labeled with ¢), while avoiding unsafe locations (labeled
with d). At the same time, we wish to minimize the expected average cumulative
penalty incurred per transport. To model this requirement, we add the property
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asur t0 the label set of both delivery locations. The corresponding LTL formula is

Ga=X(-aUb) A G(b=X(-bUa)) A GFc A G(~d) A GF ag,. (3.14)

3.2.4 Problem Solution

In this section, we present algorithms to construct the offline and online control
strategies. Both algorithms work with the product

P =T x A= (Sp,Tp, $pinit, AP, Lp, Fp)

of the initialized DTS 7 and a Biichi automaton A for the LTL formula ¢, see
Definition 14. We map the penalties from 7 to P by defining M, = M;
for every state (s,q) € Sp and pen((s,q),t) = pen(s,t) for every t € Ng. We
also adopt the visibility range v and the definition of the set Vis((s,q)). When
convenient, we use singletons such as u,u’,u; to denote states of the product.
We distinguish between control strategies for P that are dependent on penalty
profiles and those that are not, i.e., between strategies for which the APPC value
is computed directly using the definition in Equation 3.12 and those for which the
value can be computed easily using Equation 3.13. The control strategies for T
are computed as projections of control strategies for P with suitable properties.

We start with a formal definition of a probability measure that allows us to
argue about possible sequences of penalties incurred in a run of the product. We
follow with the description of the offline and online control strategies. We discuss
their properties, complexity and usability.

Probability measure

Let Cp be a strategy for P that is independent on penalty profiles and let (s,q) €
Sp. Let o € Runk, ((s,q)) be a finite run induced by Cp starting from (s, q) and
let 7 € [0, pen,,.]T be a sequence of length |o| such that there exists a penalty
profile for P for which the penalty

pen(a(i), wp(o")) = 7(i)

for every 0 < i < |o|. We call (0,7) a finite pair. Analogously, an infinite pair
(p, k) consists of the run p € Run”((s,q)) induced by the strategy Cp and an
infinite sequence x € [0, pen,,,.]* such that there exists a penalty profile for P for
which the penalty

max]

pen(a (i), wp(o ™)) = (i)

for every ¢ > 0. A cylinder set Cyl((o, 7)) of a finite pair (o, 7) is the set of all
infinite pairs (p, k) for which 7 is a prefix of &.
Consider the g-algebra generated by the set of cylinder sets of all finite pairs
(0,7), where ¢ € Runk ((s,q)). From classical concepts in probability the-
,Cp

ory [ADDO0O0], there exists a unique probability measure Prgq) on the o-algebra
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such that for a finite pair (o, 7)
P.C
PO (Cyll(,7)))

is the probability that the penalties incurred in the first |o| + 1 stages when
applying the strategy Cp in P from the state (s, q) are given by the sequence T,
ie.,

pen(o (i), wp (o)) = (i)

for every 0 < i < |o|. This probability can be computed based on the Markov
chains M, 4, (s,q) € Sp and it is equal to the sum of probabilities Pr(A, wp (o))
over all penalty profiles A under which the above equation is satisfied. For a set X
of infinite pairs, an element of the above o-algebra, the probability PrZ’s)P (X) is
the probability that under Cp starting from (s, ¢) the infinite sequence of penalties
incurred in the visited states is x for some (p, k) € X.

Offline control

In this section, we construct a strategy C' for 7 that solves Problem 3 as a pro-
jection of a strategy C%ff for P. All strategies in this subsection including C’%ﬁ are
independent on penalty profiles, i.e., their APPC value can be computed using
Equation 3.13.

In order for C%ff to project on a solution to Problem 3, the run induced by
C%ff must visit the set Fp infinitely many times and at the same time, the APPC
value Vpcgf(SPinit) must be minimal among all strategies for P that are indepen-
dent on penalty profiles and visit the set Fp infinitely many times. Hence, the
strategy C’%ﬁ must lead from spiix to an ASCC. If the set ASCC(P) is empty, the
formula ¢ cannot be satisfied in 7 and our algorithm terminates. Otherwise, for
U € ASCC(P), we denote V}j((s,q)) the minimum expected average cumulative
penalty per surveillance cycle that can be achieved in U by a strategy independent
on penalty profiles starting from (s,q) € Sy. Since U is strongly connected, this
value is the same for all states in Sy and is denoted by Vj. It is associated with
a cycle cch =¢g...cn of U witnessing the value. We describe the algorithm to
compute V;; and cch for U in the proof of Theorem 2. In the remainder of this
section, U = (Sy, Ty, AP, Lp) is the ASCC of the product that minimizes V}; and
cycz‘; =c¢g...Cny is the corresponding cycle.

Before constructing the strategy C’%‘CF, let us intuitively describe the main idea
behind this strategy. Using the automata-based approach to model checking, one
can construct a strategy C;’)ff’d’ for P that visits at least one of the accepting states
infinitely many times. On the other hand, using graph theory, we can design a
strategy C’%ﬁ’v that achieves the minimum APPC value among all strategies for
‘P that are independent on penalty profiles and do not cause an immediate, unre-
pairable violation of ¢, i.e., ¢ is satisfiable from every state of the run induced by

C%ﬁ’v. However, we would like to have a strategy C%ff satisfying both properties
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at the same time. To achieve that, we draw inspiration from a recent game theo-

retic technique proposed in [CD12]. Intuitively, we combine two strategies C;;fw

and C;’,ff’v to create a new strategy C%ff. The strategy C%ff is played in rounds,
where each round consists of two phases. In the first phase, we play the strategy
C%ff’¢ until an accepting state is reached. We say that the aim is to achieve the
mission subgoal. The second phase applies the strategy C’%ﬁ’v. The aim is to
maintain the expected average cumulative penalty per surveillance cycle in the
current round, and we refer to it as the average subgoal. The number of steps for
which we apply C%ﬁ’v is computed individually every time we enter the second
phase of a round. The resulting offline control strategy is not a finite-memory
strategy in general. Intuitively, we need to perform more and more steps in every
round of the strategy. We discuss this matter in detail later in this section and
suggest technical improvements that reduce the number of steps in every round
and the usage of memory. The improvements result in a strategy that is equiva-
lent to the offline strategy in the sense that it guarantees the satisfaction of the
given LTL formula and has the same APPC value as the offline control strategy,
but is no longer independent on penalty profiles.

Now, we design the strategies C’%fﬂ(ﬁ and 2V that are then combined to

create the strategy C’%ﬁ. The strategy Cgf’d) is a memoryless strategy that from
every u € Sp\ Fy that can reach the set Fyy, follows one of the finite runs with the
minimum weight from u to Fy;. Formally, for every u € Sp\Fyy with w(u, Fy) <
oo, we define

C%ff’(b(u) = o' such that wp(u,u’) = wp(u, Fyy) — wp(u', Fy).

The strategy C%ff,v is a memoryless strategy given by the cycle cycx =cg...Cnm.
Similarly as for the above strategy C%ﬁ’¢, for a state u € S’])\CyCX such that
w}‘;(u,cch) < 00, the strategy C’%ﬁ’v follows one of the finite runs with the
minimum weight to cycg7 i.e.,

C%ff’v(u) = o' such that wp(u,u) = wh(u,cyq;) — wh(u',cyc);)
and for a state ¢; € cycz‘/{/ , it holds

off, V'
Cp (¢i) = Cit1 mod (m+1)-

Proposition 1. For the strategy C;’)ff’v and every state u € Sy it holds that for

every € > 0, there exists j(e) € N such that if C’;’fo’v is followed from the state u
until at least j(e) surveillance cycles are completed, then the average cumulative
penalty per surveillance cycle incurred in the performed finite run is at most V;j;+e¢
with probability at least 1 — e¢. Formally:

off, V' k n ; —>1
lim PrZ{L{,C’p (Zi:o pe ﬁ((pp(i)kv)wp(p )) < VJ) _ 1, (315)

starting from wu.

k—o00

where p is the run induced by C%ff’v
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Proof. Tt holds that the product P with penalties defined as MCs can be translated
into a Markov decision process with static penalties. Together with the fact that
the cycle cyc;; provides the minimum APPC value in the ASCC U, it implies that
Equation 3.15 is equivalent to the property of MDPs proved in [CD12] regarding
the minimum expected penalty per stage. O

Remark 3. Here we explain why we require that the Markov chains defining the
penalties of the DTS T be nontrivial. Assume there exists a state u € Sp with
a trivial Markov chain M,,, i.e., the penalty in u evolves deterministically, not
probabilistically. If we visit u infinitely many times in different (not necessarily
consequent) points in time, the expected average penalty incurred in w might
differ from peng(u). That can cause violation of Proposition 1.

Finally, we are ready to define the strategy C%ff. It is played in rounds, where
each round consists of two phases, one for each subgoal. The first round starts
at the beginning of the execution of the system in the initial state spjn of P.
Let ¢ be the current round. In the first phase of the round the strategy C’gf’d) is
applied until an accepting state of the ASCC U is reached. We use k; to denote the
number of steps we played the strategy C’%ﬁ"z’ in round ¢. Once the mission subgoal
is fulfilled, the average subgoal becomes the current subgoal. In this phase, we
play the strategy C’%ﬁ’v until the number of completed surveillance cycles in the
second phase of the current round is [; = max{j(3),4- (k; + |Su|) - Penyay }, where

4(3) is from Proposition 1.

Theorem 2. The offline control strategy C that results from projecting the strat-
egy C’%ﬁ from P to T solves Problem 3 and the corresponding APPC value is

VT,C(Sinit) = VPVC%‘f(S’Pinit) =Vy.

Proof. To prove that the offline strategy C satisfies the LTL formula ¢, we show
that C%ff guarantees infinite number of visits of accepting states. Since the ASCC
U is reachable from the initial state sp;j,;; and from the construction of C’%ﬁ"b, it
holds that every round of the strategy C’%ﬁ finishes after a finite number of steps
and in every round an accepting state is visited.

To prove that the offline control strategy minimizes the APPC value among
all strategies that satisfy the LTL formula ¢, we first present the algorithm to
compute the minimum APPC value V] that can be achieved in an ASCC U and
a cycle cch of U witnessing the value. The idea is to reduce U to a TS Us,, that
contains only the states labeled with the surveillance proposition as,, and then
apply Karp’s algorithm [Kar78] that finds a cycle with minimum value per edge
also called the minimum mean cycle for a directed graph with values on edges.
The value V;; and cycle cycg are synthesized from the minimum mean cycle of
Usyr.

Given an ASCCU = (Sy, Ty, AP, Lp) of P, Algorithm 3 returns a DTS Us,, =
(Susurs Tsurs AP, Lp), a weight function we,, and a function ¢: Tgyr — Runzﬁlr1 with
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Algorithm 3 Reduction of an ASCC. We use . to denote the concatenation of
two finite sequences and > peng(o) is the sum of expected penalties peng(o(7))
for every state o(7) of a finite run o.

1: Input: ASCCU = (Sz,[,Tz,{,AAP7 Lp) of P, wp

2: Output: DTS Usyr = (Swsurs Tour, AP, Lp), weight function we, and function
G: Toyr — Runzléfn
let X = (Sx,Tx,AP,Lp) be a DTS equal to U, wx = wp and ¢x: Tx — Run¥,
such that ¢x ((u,u’)) = u for every (u,u’) € Tx

@

4: while Sx\Sysur # 0 do
5: let u € Sx\SUSL"
6: for all uy,us € Sx,u; # u,us # u, (ug,u), (u,uz) € Tx do
7 if (ul,uz) ¢ TX then
8: add (ul,UQ) to T x
0 x (1, 12) = s (1, 0) s (1, 02)
10: wx ((u1,u2)) ==  peng(sx (u1,uz))
11: else
12: if } " penp(cx ((u1,u2))) = > penp(cx((ur, u)).sx ((u, uz))) then
13: sx ((u1,u2)) := ox ((u1,u)).sx ((u, uz))
14: wx ((ug,u2)) = > peng(cx(ur,usz))
15: end if
16: end if
17: end for
18: remove u from Sx, and all adjacent transitions from T x

19: end while
20: return X, wx and ¢x

the following properties. For the DTS U, it holds that (u,u’) € Ty, if and only
if there exists a finite run in U from u € Syeur to v’ € Sysur With one surveillance
cycle, i.e., between u and v’ no state labeled with ag,, is visited. Moreover, the
run ¢((u,u')) = ugp ... uy, is such that u = ug and o = g ... u,u' is the finite run
in U/ from u to v’ with one surveillance cycle that minimizes the sum of expected
penalties received during o, denoted as the weight we,r (o), among all finite runs
in U from u to v/ with one surveillance cycle. The algorithm in Algorithm 3
builds Usyr and the function ¢ by eliminating the states from Sy \Sysur One by one,
in arbitrary order. Figure 3.4 demonstrates elimination of one such state on an
illustrative example.

We apply the Karp’s algorithm to the oriented graph with vertices Sysyr, edges
Tsur and values on edges ws,,r. Let cycy, = ug...upn be the minimum mean cycle
of this graph. We have

* 1 @
Vi = m+1 ;PGHE(g((Ui,UiH mod (m—i—l)))v
cyey = s((uo, u1))- -+ s (w1, m))-S((tm, uo))-
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S8 O

\g{r > S5-S4
/ \ G256

O

S9

Figure 3.4: Elimination of one state of an ASCC during the algorithm in Algo-
rithm 3. The finite run ¢g is the one of the runs ¢; and ¢2.¢4 that minimizes the
sum of expected penalties in the states of the run. Similarly, ¢g is one of the runs
¢7 and ¢5.G6.

It can be easily shown that all states of the cycle cch are distinct. It follows that

m

1
—————— » peng(g) =Vj.
‘Cycz‘; N Sl/{sur’ ; B u

When the APPC value and the corresponding cycle is computed for every ASCC of
P, we choose the ASCC that minimizes the APPC value. We denote this ASCC
U = (Sy, Ty, AP, Lp) and cycg = ¢p...cm. Every strategy solving Problem 3
must achieve APPC value V}}.

Since the offline strategy C is a projection of the strategy CT, we have
Vr.c(sinit) = VP’CgF(SPinit). To show that VP,C;’,fF(SPimt) =V, let ¢ = % for
round 4. From Proposition 1 and the fact that I; = max{;j($), i (k;+|Su|) Penya
it follows that the average penalty per surveillance cycle in i-th round after its
completion is at most

ki - Pel,y + ‘SU‘ “ Pl + ll(VZ:{k + ei)

<Vitets (2 (ki+[Sul) - pengay)

with probability at least 1 — % Therefore, in the limit, the average cumulative

penalty per surveillance cycle V;; with probability 1, independently on penalty
profile. O

Complexity

The size of a BA for an LTL formula ¢ is in 290%D where |¢| is the size of
¢ [GOOla]. However, the actual size of the BA is in practice often quite small.
The size of the product P is in O(|S|-2°U¢D). To compute the minimum weights
w*((s,q), (s, q")) between every two states of P we use Floyd-Warshall algorithm
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taking O(|Sp|3) time. Tarjan’s algorithm [Tar72] is used to compute the set
SCC(P) in O(|Sp| + |Tp|) time. The reduction of an ASCC U can be computed
in O(|Sy| - [Ty|?) time. The Karp’s algorithm [Kar78] finds the optimal APPC
value and corresponding cycle in O(|Sysur| - |Tsur|) time. The main pitfall of
the algorithm is to compute the number j (%) of surveillance cycles needed in
the second phase of the current round ¢ according to Proposition 1. Intuitively,
we need to consider the finite run ¢% induced by the strategy C’%ff’v from the
current state that contains k = 1 surveillance cycles, and compute the sum of
probabilities PrZ:%P (Cyl((o**, 7)) for every 7 with the average cumulative penalty
per surveillance cycle less or equal to V;; + % If the total probability is at least
1— %, we set j (%) = k, otherwise we increase k and repeat the process. For every
k, there exist up to pen,,,, to the power of |¢%| sequences 7. This issue can be
partially overcome using the rule presented below.

Usability

The strategy C%fr is not a finite-memory strategy in general. The reason is that
the number of surveillance cycles that we need to perform in the second phase
of round 7 is increasing with i. Note that in the special case when there exists a
cycle cycg of the SCC U corresponding to V;; that contains an accepting state,
the memoryless strategy C’%ﬁ’v for the average subgoal maps to a strategy of T
solving Problem 3, which is therefore in the worst case finite-memory. To improve

the memory usage we suggest the following technical improvements. Let C’%ﬁ be
the strategy for P that results from applying the following rule to the strategy
C%ff. Let ¢ be the current round and k; the number of steps in the first phase
of the round. In the second phase we proceed as follows. After completion of
every surveillance cycle, check whether the average penalty per surveillance cycle
incurred in the current round of the execution is above V;; + %, for the significance
of this value see the proof of Theorem 2. If yes, continue with the second phase
of round 4, otherwise start new round 7+ 1. Also, avoid performing the expensive
computation of the value ](%) until it is necessary, i.e., only compute the value
once the number of surveillance cycles performed in the second phase of the round
18- (ki+|Sy|) - pen,,., and the average penalty per surveillance cycle in the round

¢ is still above Vj; + % Note that the strategy C%ff is dependent on penalty profiles
but it is equivalent to the strategy C%ff in the meaning that it provably guarantees
infinite number of visits to the set Fp of accepting states and the APPC value of
C’%ﬁ is equal to the APPC value of C%ff, i.e., it is V;;. Formally, the strategy C%ff
may still require infinite memory. However, in our simulations in Section 3.2.5 we
demonstrate that the memory usage and the amount of computation performed

while using the strategy C’%ﬁ is significantly decreased comparing to the strategy
C%ff. More specifically, the number of surveillance cycles performed in the second
phase of each round drops dramatically and the value ](%) for round ¢ needs to
be computed only rarely, if ever.
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Figure 3.5: (a) Transition system for the delivery system example. The pro-
jection of an optimal APPC cycle is shown in magenta. For convenience, in (b),
we also show the graphical representation of the function p: S — (0,1) from
Figure 3.3c.

Remark 4. By considering only the expected values of penalties in states of
the TS, the penalties can be seen as static in our offline approach. This makes
Problem 3 related to the problem formulated in [WTM12a] for systems with static
costs. In [WTMI12a], the optimality is achieved by persistently increasing the
number of visits to states under surveillance that leads to neglecting the remaining
part of the LTL specification over time. The authors in [WTM12a] disregard such
a strategy as undesirable. In our case, the optimal strategy C%ff performs only as
many surveillance cycles in every round as are needed for the expected average
penalty per surveillance cycle to be close enough to the optimal value V;; with
probability 1, see Proposition 1 and the proof of Theorem 2. This allows us to
efficiently implement C%ff using feedback, see the discussion on usability above.
We demonstrate in Section 3.2.5 that unlike the one in [WTM12a], our optimal
strategy does not lead to the undesirable, ever-increasing number of visits of
surveillance states.

Example 4. For the delivery system from Example 3, the Biichi automaton gen-
erated for the LTL formula in Equation 3.14 using [GO01b] has 16 states. The
product P of the transition system and the automaton contains 2 ASCCs and the
chosen, optimal ASCC U has 568 states. The projection of a cycle cycx provid-
ing the minimum expected average cumulative penalty per surveillance cycle is
depicted in magenta in Figure 3.5 and the APPC value associated with the cycle
is Vjj = 4.35.

The offline control has the following structure. In the first phase of the first
round, the aim of the strategy C’%ﬁ for the product is to reach an accepting state of
the ASCC U using a finite run of the minimum possible weight. When projected
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to the TS, the robot starts from the base location and moves to the top delivery
location using a finite run of the minimum possible weight. The first phase is
completed one step after the visit of the delivery location, when the product
reaches an accepting state, in total of k; = 8 steps. The control proceeds to the
second phase of the first round. In the product, we first reach the optimal APPC
cycle cycl‘j as fast as possible and then follow the cycle until I; = max{576,5(1)}
surveillance cycles are completed. At the beginning of the second phase, even
though the robot might be in a state that lies on the cycle shown in magenta
in Figure 3.5, the product is not yet on the cycle cycg . Therefore, in the TS
the control does not yet follow the cycle depicted in Figure 3.5. In the product,
the closest state of the optimal APPC cycle that can be reached is the one that
projects to the bottom delivery location. That means, the robot follows one of the
shortest finite runs from the top to the bottom delivery location. The round then
proceeds with [; alternative visits of the two delivery locations by following the
cycle shown in magenta in Figure 3.5. Once completed, the control proceeds to
the second round. Every round ¢ > 2 starts from either the top or bottom delivery
location. In the first phase of the round, the robot first moves from the top, or
bottom, delivery location to the base location and then continues delivering the
packages by moving to the bottom, or top, delivery location, respectively. In both
cases the first phase of the round ends after 15 steps, i.e., l; = 15 for every ¢ > 2.
In the second phase, the robot keeps delivering packages between the top and
the bottom delivery locations until the number of visits of the two locations is
l; = max{i - 583,5(3)}.

Note that the robot follows a predetermined sequence of transitions given by
the strategy C, without considering the penalties incurred or observed in real-
time. Also, the robot visits the base location only during the first phase of rounds
and as the number [; grows very fast with ¢, the time between consecutive visits
to the base grows rapidly. By applying the rule from the above discussion on the
usability of the offline control, we can visit the base more often by monitoring
the amount of penalties incurred in the current round and decreasing the number
of performed surveillance cycles. As we demonstrate in Section 3.2.5, the rule
dramatically improves the visit rate of the base while not affecting the convergence
to the optimal value Vj.

Online control

In this section, we construct a strategy for 7 that also provably guarantees the
satisfaction of given LTL formula but provides better or equal APPC than the
offline strategy. Hence, in the context of Problem 2 it is a better solution than
the offline control. It is however dependent on penalty profiles, so it cannot be
considered as a solution to Problem 3.

The online strategy is again computed as a projection of a suitable strategy
C%' for the product P. We obtain C2' by locally improving the offline strategy
C%ff from the previous section. Intuitively, we compare applying C%ff for several
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steps to reach a specific state or set of states of P to executing different local
paths to reach the same state or set of states. We consider a finite set of finite
runs leading to the state or set, containing the finite run induced by C%ff. We then
choose the one that is expected to minimize the average cumulative penalty per
surveillance cycle incurred in the current round, taking into account the currently
observed penalties within the visibility range and their simulation in the next h
time units, where h € N is a user-defined planning horizon. The first transition of
the chosen run is applied in the system. The process continues until the state, or
set, is reached, and then it starts over again. For the same reasons as in the offline
algorithm, the resulting strategy for 7 is an infinite-memory strategy. We again
propose technical improvements to reduce memory usage and computational cost
that result in a strategy for 7 that is equivalent to the online strategy, i.e., it
guarantees the satisfaction of the given formula and provides the same APPC
value. The online control strategy is a heuristic and we suggest a procedure to
design a whole class of heuristic online strategies with similar properties.

In this section, we use the following notation. Let o,y € Rungn(s%mt) denote
the finite run executed by P so far. Let i be the current round of strategy C2"
and 0; = u;0...u; the finite run executed so far in this round, i.e., u;y is the
current state of P. We use t;,...,t, 5 to denote the points in time when the
states u; 0, ..., u; were visited, respectively.

The optimization function f: Rungn(ui7k) — Rar assigns every finite run o =
ug . .. up starting from the current state value f(o) that is the expected average
cumulative penalty per surveillance cycle that would be incurred in round 4, if
run o was to be executed next, i.e.,

k n .
;)pen(uz‘,j, tij) + 21 pen(uj, ti ) + wp(o~7))
flo) == = : (3.16)

f(oi.017)

where

pengy, (uj, ti g, pen(uy, ti ), wp(o7))

j if u: € Vi k) -7\ < h
pen(u;,tix +wp(c™7)) = 1Ly is(uj k), wp(c™7) <

otherwise.

Intuitively, if the penalty in state u; is visible in the current time moment and
u; would have been visited within the next h time units in run o, the value
pen(uj, t; p +wp(c77)) refers to the simulated expected penalty in u; at the time
of its visit, as defined in Section 3.2.2. Otherwise, we do not simulate the penalty
over time and consider only its expected value peng(u;).

For a set of states X C Sp, we define a shortening indicator function Ix: Tp —
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{0,1} such that for (u,u’) € Tp, we have

1if wh(u, X) > wp(v/, X),

. (3.17)
0 otherwise.

Ix ((u,u)) = {
In words, the indicator has value 1 if the transition leads strictly closer to X, and
0 otherwise.

Now we are ready to formally define the strategy C'2'. In the first phase
of every round, we locally improve the strategy Cgf’d) computed in the previous
section that aims to visit an accepting state of the chosen ASCC Y. In each step of
the resulting strategy C%n’¢, we consider the set Rung(u; ) of all finite runs that
start in the current state u; ;, and lead to an accepting state from the set Fy; with

all transitions shortening in the indicator I, defined according to Equation 3.17,
ie.,

Rung (u; ;) = {o € Runf, (u; 1) |last(c) € Fy and
V0 <j <lo| =1: Ig,((0(j),0(j +1))) = 1}.

Let 0 € Rung(u; ) be the run that minimizes the optimization function f from
Equation 3.16. Then C%n’¢(0a11) = o(1). Just like in the offline algorithm, the
strategy Cf,);"’¢ is applied until a state from the set Fj; is visited. In the second
phase of strategy C'2", we locally improve the strategy C%ff’v for the average sub-
goal from the previous section and we use C’%"’V to denote the resulting strategy.
At the beginning of the second phase of the current round 4, we aim to reach the
cycle cyc}j =¢g...cp of the ASCC U and we use the same idea that is used in
the first phase above. To be specific, we define C%n’v(aan) = 0(1), where o is the
run minimizing f from the set

Run{?(u; ) = {o € Runk, (u; 1) |last(o) € cycl;, and
VO <j <lof = 1: Iyer ((0(4),0(j + 1)) = 1}

cycyy
Once a state ¢, € cycx of the cycle is reached, we continue as follows. Let
cp € cycl‘/,/ be the first state labeled with ag, that is visited from ¢, if we follow
the cycle. Until we reach the state ¢, the optimal finite run ¢ is chosen from the
set

Runy (u; 1) = {0 € Runf, (u; 1) [last(c) = ¢, and
VO <j<|o|—1: I, ((0(j),0( +1))) =Lor
|Uca—>ui,k| + |O-’ <b—-a+2 mod (m + 1)}7
where Ocq—sug ), 18 the finite run already executed in P from state c, to the current
state u; . Intuitively, the set contains every finite run starting from the current

state and leading to ¢, that either has all transitions shortening in I, or the length
of the finite run is such that if we were to perform the finite run, the length of the
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performed run from ¢, to ¢, would not be longer than following the cycle from ¢,
to ¢p. When state ¢ is reached, we restart the above procedure with ¢, = ¢;. The
strategy C’;;n’v is performed until ; = max{;j(2), - (ki+|Su|) Pelyay } surveillance
cycles are completed in the second phase of the current round i, where k; is the
number of steps of the first phase and j is from Proposition 1 (the value is given
by the strategy C’%ﬁ).

Theorem 3. The online control strategy C that results from projecting strategy
C%' from P to T guarantees satisfaction of the LTL specification ¢. Moreover,
it holds that the online control strategy provides lower or equal expected average
cumulative penalty per surveillance cycle than the offline control strategy, i.e.,

VT c(sinit) = Vp,cor (spinit) < V-

Proof. To prove that the online control strategy satisfies the LTL specification, we
show that under every penalty profile A, the run pCs A induced by strategy C3"'
visits the set Fp of accepting states infinitely many times. From the definitions
of sets Rung(u; 1), Runi&it(ui,k) and Runy (u; ) it follows that every round of C2"
ends after a finite number of steps and at least one accepting state is visited in
every round. The inequality Vp70%n(87)init) < Vj; follows directly from the design

of the strategy C2". O

As we show in Section 3.2.5, computation of the APPC value of the online
strategy according to Equation 3.12 is intractable even for reasonably small ex-
amples. Nevertheless, we demonstrate that in some cases, it can be computed
based on the specifics of the transition system, and in general, it can be estimated
from statistical results. The case studies also demonstrate that even though the
construction of the online strategy does not guarantee strict decrease in APPC
value in theory, these strategies often result in a significant improvement.

Complexity

To design the online strategy C'&', we first compute the strategy C%ff. The com-
plexity of one step of the online strategy is as follows. The cardinality of the set of
finite runs Rung(u; 1) grows exponentiallly' with the minimum weight w% (u; x, Fis).
Analogously, the same holds for sets Runy" (u; ) and Runy (u; &), and the set cyc},
or one of its surveillance states. In the following discussion on the usability of the
online control, we propose a simple rule to simplify the computations and ef-
fectively use the algorithm in real time. Also, the complexity of one step of the
strategy C3' grows exponentially with the user-defined planning horizon h and the
system-specific visibility range v. Hence, h should be chosen wisely. One should
also keep in mind that generally, the higher the planning horizon, the better local
improvement.
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Usability

Just like the offline strategy, the online strategy is not finite-memory in general.
To reduce memory usage, we construct new strategy 077%" from C2' by applying
the rule to reduce the number of performed surveillance cycles in the second phase
of every round that was introduced for the offline control in the previous section.
Moreover, to simplify the computation in one step of the online control, we allow
the user to define parameter Winax > max{wp((u,u)) | (u,u’) € Tp} that serves
as follows. In the first phase of round 7 and at the beginning of the second phase,
when not yet on the optimal APPC cycle, we only consider prefixes of the finite
runs from the sets Rung(u;g), Runi&it(ui,k) or Runy (u; 1), and the set cycj, of
weight at most Wiax. In the second phase of a round, when the optimal cycle
has already been reached, if the weight of the fragment of the cycle from ¢, to
cp is more than Win.x, we first optimize the run from ¢, to an intermediate state
¢, for which it holds that the weight of the fragment of the cycle from ¢, to
¢, is at most Winax but highest possible. Finally, we postpone the computation
of the value j (%) for round ¢ for as long as possible in the same manner as for
the offline strategy. The strategy C3' is equivalent to C%' in the meaning that it
provably satisfies the LTL formula ¢ and has the same APPC value as the strategy
C%'. The improvement of the usability of the online control is demonstrated in

Section 3.2.5.

Example 5. The online control for the delivery system from Example 3 that
locally improves the offline control described in Example 4 works as follows. Con-
sider planning horizon h = 9. In every step of the first phase of every round,
the robot considers all finite runs that start in the current state, continue to the
base location and end in the delivery location that should be visited next. The
robot performs the first transition of the run minimizing the function from Equa-
tion 3.16. When computing the value for a finite run, the penalties in states that
are within the visibility range and would be visited within 9 time units are simu-
lated. In the second phase, the robot locally improves the finite run leading from
one delivery location to the other, while visiting at most as many states as there are
on the cycle shown in Figure 3.5 between the two delivery locations. The number
of surveillance cycles in the second phase of round i is {; = max{i- (k;+576), j(3)},
where k; is the number of steps in the first phase of the round. Unlike in the offline
control in Example 4, number k; might differ from round to round.

Note that the set of finite runs considered in one step of the online control
can be very large, especially in the first phases of rounds when the finite runs are
considerably long. We can use the parameter Wy,,x introduced in the discussion
on the usability of the online control above to decrease the number and weight
of finite runs considered in every step of the control. By applying the rest of the
rules from the discussion, we can also decrease the number of visits to delivery
locations in every round and thus visit the base location more often.
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Remark 5. The online control introduced in this section is in fact a heuristic.
We can formulate other heuristics that would construct a strategy satisfying The-
orem 3. For example, consider a strategy that is constructed from the offline

strategy C%ff in the same way as the strategy C%', i.e., deploying sets Rung(u; 1)

and Runi&it(ui,k), except in the second phase of every round, once a state ¢, € cch

on the cycle is reached, the optimal finite run is chosen from the set defined as

Runy (u; ;) = {0 € Runk, (u; 1) [last(o) = ¢, and
V0 <j<lof =1: I ((0(4),0(j +1))) =1or
|0casuiil 1ol <2+ (b—a+2 mod (m+1))},

i.e., we consider all finite runs consisting only of transitions shortening in I, and

all finite runs leading to the target state ¢, with length at most twice the length
of following the cycle from ¢, to ¢;. We refer to the projection of this strategy
from P to T as the modified online control.

We can define other heuristics in a similar way by changing only the definition
of the sets of finite runs Rung(u; k), Runy (u; ). However in order to guarantee
satisfaction of Theorem 3, the sets must satisfy the following conditions. The
definition of Rung(u; ) guarantees that an accepting state from Fy is always
visited after a finite number of steps. The definition of Runy (u; ) guarantees a
visit of the cycle cycg after at most |Sy| steps and once a state ¢, € cycg on
the cycle is reached, the set Runy (u; ;) guarantees visit of the state ¢ in a finite
number of steps.

3.2.5 Implementation and Case Studies
Implementation

The framework presented in this section is implemented in our simulation tool
ConTool [SMv13]. Input transition system can be defined in DOT language and
then visualized using Graphviz [GN0O]. The MCs defining the penalties in states
are loaded from a text file. We use LTL2BA [GOO01b] to generate a Biichi au-
tomaton for given LTL formula. The user can choose to simulate the offline,
online or the modified online control from Remark 5. All three control strate-
gies implement the rules introduced to reduce memory usage and computational
costs. After specifying additional parameters such as visibility range, planning
horizon and the parameter W« for the online control, the simulation tool allows
to observe the control one transition at a time.

Case study 1: Delivery system

The offline and online control strategies for the delivery system from Example 3
were described in Example 4 and 5, respectively. Here we report on the results we
obtained from executing 10 runs of 30 rounds for all three types of control strate-
gies using ConTool. In simulations of the online and modified online controls, we

63



3.2. DETERMINISTIC SYSTEMS WITH PENALTIES

used parameter Wiae = 9. We present the analysis of the average penalty per
surveillance cycle at the end of every round in Figure 3.6. For the offline control,
the value gradually converges to the (optimal) APPC value 4.35 of the offline
control, marked as a red line in Figure 3.6. On the other hand, for both online
and modified online control strategies, the average is below 4.35 due to the local
improvement based on local sensing. Due to the size and density of the transition
system, it is intractable to compute the exact APPC value as defined in Equa-
tion 3.12 for the online and modified online control. Nevertheless, from Figure 3.6
we can observe that the average penalty per surveillance cycle stabilizes in timely
manner at approximately 4.16 for the online control and 4.05 for the modified
online control.

The number of surveillance cycles performed in the second phase of every
round 7 using the rules from Section 3.2.4 was always less than i - (k; + 568) for
all three types of control, i.e., the second phase always ended due to the fact
that the average incurred in the round was below the threshold V;; + % That
means, we were never forced to compute the value ](%) The maximum number
of surveillance cycles performed in the second phase of a round of offline control
strategy was 636, average was only 29 and median was 8. Using online control
strategy, the maximum number of surveillance cycles performed in the second
phase of a round was 10, the average was 2 and the median was 1. Similarly for
the modified online strategy, the maximum was 9 and both average and median
were 1, i.e., for all three control strategies the rules from Section 3.2.4 reduced
the number of performed surveillance cycles in every round substantially from
thousands to only tens or few hundreds and thus allowed to visit the base location
much more often. Moreover, the number of surveillance cycles in the second phase
of a round did not evolve monotonically, rather randomly.

We ran the simulations on a Lenovo laptop with Windows 7, Intel Pentium
CPU 2.00 GHz and 3GB RAM. The offline strategy was computed in 45 seconds
on average. One step of the online and modified online control took 150 millisec-
onds and 7.5 seconds on average, with 100 milliseconds and 12 seconds deviation,
respectively.

Case study 2: Stock market

The second case study we use to evaluate our framework models a simple stock
market and a broker that performs one action on the market at a time. He can
sell or buy stocks, or decide to wait. We assume that the system can be modeled
as the transition system depicted in Figure 3.7a. The system starts in state sg.
The broker decides his next action in state s; and he can choose from 5 different
buying and selling orders. All transitions have weight 1. In Figure 3.7b, we list
the transition matrices of the Markov chains that define penalties in states of the
TS. The initial distribution is always the uniform distribution over the possible
values of the penalty in a given state. Only the states ss,...,sg can have non-
zero penalty modeling the fact that only buying and selling stocks has any value.
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Figure 3.6: Evolution of the average penalty per surveillance cycle obtained
in simulations of the offline, online and modified online control for the delivery
system case study. For each control, the statistics is built on 10 individual runs of
30 rounds each. The red line marks the optimal APPC value and the black line
shows the mean over executed runs.
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Figure 3.7: (a) Transition system that models a broker acting on a simple
stock market. In state si, in green, the broker chooses one of the five buying
or selling orders. All transitions have weight 1. The optimal cycle with respect
to the expected average penalty per surveillance cycle is shown in magenta. (b)
Matrices of Markov chains that define penalties in states of the transition system.
Matrix A; describes penalty in state s;.
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Finally, state s7, in blue, can be seen as an evaluation state, where the gains and
losses are counted. The visibility range v is 4, i.e., the broker can always observe
penalties in all states.

The mission for the broker is to make an infinite number of orders and, at the
same time, to minimize the penalty incurred per order. We model this requirement
with LTL formula

GFa N GF agy,

where a and ag,, are true in state sy. The Bilichi automaton generated for the
formula using [GOO01b] has 4 states, the product has one ASCC with 25 states.
The optimal APPC cycle projected to the transition system is shown in magenta
in Figure 3.7a and the optimal APPC value is 1.4.

We present statistical results that we obtained by running 10 runs of 30 rounds
for each of the offline, online and modified online control strategies. In all simula-
tions we used planning horizon h = 9 and we did not use the parameter Wiyax. In
Figure 3.8, we plot the average penalty per surveillance cycle at the end of every
round. The red line marks the APPC value of the offline control 1.4. For the of-
fline control, the obtained value converges to the optimal APPC value fairly fast.
We can observe considerable improvement for both online and modified online
control. The reason is the following. In the offline control, when in the second
phase of a round the broker always chooses the action leading to state s4 that
has the minimum expected value peng. On the other hand, in the same situation
when using online control, the broker always chooses the next action according to
the simulated expected values of penalties peng;,, rather than their expected val-
ues peng. Finally, using the modified online control, the broker is allowed to wait
up to three time units in state s; and only then decide to buy or sell. Note that
the penalty in state sg gradually increases from 0 to 3 and then with probability
90% it drops to 0 again. The broker waits in s until the penalty in state sg has
value 3 and then moves to sg. Just like for the first case study, it is intractable
to compute the APPC value for the online and modified online control. However,
from the discussion above, we can conclude that the APPC value of the modified
online control is 0.3 and this fact can also be observed in Figure 3.8. Based on
Figure 3.8, the APPC value of the online control strategy is approximately 0.64.

The number of surveillance cycles in the second phase of every round using
the rules in Section 3.2.4 was always below i- (k; +25) for all three strategies, i.e.,
every round ended with the average penalty per surveillance cycle in the round
dropping below the threshold V;; + % and we never needed to compute the value
¥ (%) The maximum number of surveillance cycles performed in the second phase
of a round was 288 for the offline control, 12 for the online control and 5 for
the modified online control, and the median was 1 in all three cases. Hence, the
improvement of the rules in Section 3.2.4 is again remarkable. In all three cases,
the number of surveillance cycles in rounds did not evolve monotonically, rather
randomly.

We ran the simulations on a Lenovo laptop with Windows 7, Intel Pentium
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Figure 3.8: Evolution of the average penalty per surveillance cycle attained in
simulations of the offline, online and modified online control for the stock market
case study. For each control strategy, the statistics is built on 10 individual runs
of 30 rounds each. The red line marks the optimal APPC value and the black line
shows the mean over executed runs.
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CPU 2.00 GHz and 3GB RAM. The offline strategy took 0.5 seconds on average
to compute. One step of the online and modified online control strategies always
took under one millisecond.

3.2.6 Conclusion

In this section, we considered the problem of synthesizing an optimal control
strategy for a deterministic transition system under temporal logic constraints.
We assumed real-valued penalties with probabilistic behaviors in the states of the
system. We constructed a control strategy that, while guaranteeing satisfaction of
an LTL formula, minimizes the expected average penalty per visit of a desired set
of states. We also presented (a class of) control strategies that use local sensing
of the penalties in real time and simulation of their values over finite horizon to
improve the average penalty per visit of the set of states in every execution of the
system.

3.3 Probabilistic Systems with Penalties

3.3.1 DMotivation

In this section, we consider a variation of the control problem discussed in Sec-
tion 3.2. While in the previous section, we considered a deterministic system with
probabilistic penalties incurred with every transition to a new state, here we con-
sider a probabilistic system modeled as a Markov decision process introduced in
Definition 7, where every transition incurs a static real-valued penalty. Given an
LTL formula with persistent surveillance, our goal is again to synthesize a con-
trol strategy that minimizes the average expected penalty between visits of states
under surveillance subject to the temporal logic constraints.

The above problem was previously investigated in [DSBR11]. Using dynamic
programming techniques, the authors design a solution that is sub-optimal in the
general case. The solution becomes optimal if the MDP M satisfies certain condi-
tions described in [DSBR11] and also for a fragment of LTL specified in [CTB12].
Using an adaptation of the framework presented in Section 3.2 to MDPs, in this
section we design a control strategy that is optimal in the general case, i.e., for
any MDP and any LTL formula. Just like the algorithms presented in Section 3.2,
the designed control builds on recent results from game theory [CD12].

The results presented in this section are based on our results in [SvB13a]. The
rest of the section is organized as follows. We start with formally stating the
problem in Section 3.3.2. The solution together with discussion on its proper-
ties and complexity is presented in Section 3.3.3. Finally, Section 3.3.4 contains
experimental results.
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3.3.2 Problem Formulation

Consider an initialized MDP M = (S, Act, P, AP, L) with initial state sj,z € S
and a penalty function pen: S x Act — Rg that specifies the penalty pen(s, a)
associated with applying an action a € Act in a state s € S. Finally, consider a
specification given as an LTL formula with persistent surveillance as defined in
Section 2.2.4. Recall that a formula with persistent surveillance is

¢ = ¢ N GFaqr, (3.18)

where ¢ is an arbitrary LTL formula over AP and as,, € AP is a surveillance
proposition associated with states Sy = {s € S | asur € L(s)}. We extend
the notation from Section 2.2.4 and use f(o) to denote the number of complete
surveillance cycles in a finite run o such that last(o) € Seyr, otherwise (o) denotes
the number of complete surveillance cycles in ¢ plus one.

For a strategy C for M, we define the average expected cumulative penalty
per surveillance cycle (APPC) in an analogous way as in Section 3.2. APPC in
the MDP M under a strategy C' as a function Vjc: S — Rar such that for a
state s € S

k 3 —i
Vio(s) =limsip Y PMC(Cy(pgh) - 2o PPt Cled))

—k
ko0 pc €Run™M:C () ﬂ(ﬁc )

(3.19)
The problem we consider in this section can be formally stated as follows.

Problem 4. Given
e an initialized MDP M = (S, Act, P, AP, L) with initial state Sinix € S,
e an LTL formula ¢ over AP with persistent surveillance,
e penalties pen: S x Act — R,
find a control strategy C': Runﬁ — Act such that
(i) C satisfies ¢ with probability 1 starting from sinix and
(i1) among all strategies satisfying (i), C minimizes the APPC value Vg ¢ (Sinit)
defined in Equation 3.19.

In the special case when every state of M is a surveillance state, Problem 4
aims to find a strategy that minimizes the average expected penalty per stage
among all strategies almost-surely satisfying ¢. The optimization problem of
minimizing the average expected penalty per stage also known as average cost
per stage (ACPS) in an MDP, without considering any correctness specification,
is a well studied problem in optimal control [Ber12]. It holds that there always
exists a stationary strategy that minimizes the ACPS value starting from the
initial state. In our approach to Problem 4, we use techniques for solving the
ACPS problem to find a strategy that minimizes the APPC value. Similarly as in
Section 3.2, we construct a control strategy solving Problem 4 as a combination
of a strategy that ensures the almost-sure satisfaction of the specification ¢ and a
strategy that guarantees the minimum APPC value among all strategies that do
not cause immediate unrepairable violation of ¢.
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3.3.3 Solution

In this section, we describe the solution to Problem 4 in detail. The algorithm
works with the synchronous product of the MDP M and a deterministic Rabin
automaton A for the formula ¢. We first define the product and discuss the
construction of an optimal strategy for the product on an intuitive level. We
follow with the construction of the two strategies for the formula satisfaction and
APPC optimization, respectively. Finally, the two strategies are combined to
obtain an optimal strategy for the product that maps to the desired strategy for
M.

Product Construction

To employ the automata-based approach to control synthesis as described in Sec-
tion 2.5, we translate the LTL formula ¢ to a deterministic Rabin automaton A
using techniques discussed in Section 2.2. Next, we construct the synchronous
product of the MDP M and the DRA A.

Definition 19. Let M = (S, Act, P, AP, L) be an initialized MDP with initial
state siniy € S and A = (Q, 247,46, qo, Acc) be a DRA. The synchronous product
of M and A is the initialized MDP

P=MxA= (Sp,ACt,Pp,APp,Lp),

where Sp = S X Q, Pp((s,q),a,(s',q)) = P(s,a,8") if ¢ = 6(q,L(s)) and 0
otherwise, APp = AP U Q, Lp((s,q)) = L(s) U{q}. The initial state of P is
5Pinit = (Sinit; 40)-

The product P can be viewed as an initialized MDP with a Rabin accepting
condition. Therefore, we adopt the definitions of a run p, a finite run o, and
sets Run”((s,¢)), Run”, Run} ((s,q)) and Run}, from Section 2.3.2. Similarly,
a strategy Cp for P, runs pc,,,0c, induced by Cp, and the probability measure
PrZ’,S)P are defined in the same way as for an MDP. We also adopt the definitions of
an end component and maximal end component. Finally, we adopt the penalties
by letting penp((s,q), o) = pen(s, a).

Using the projection 71 on the first component, every (finite) run of P projects
to a (finite) run of M and vice versa, for every (finite) run of M, there exists
a (finite) run of P that projects to it. Analogous correspondence exists between
strategies for P and M. It holds that the projection of a finite-memory strategy
for P is also finite-memory. More importantly, for the product P of M and A,
the probability of satisfying the accepting condition Acc of A under a strategy
C'p for P starting from the initial state spjni, i.e.,

P2 (\/ (FG(-E) A GFF)),
(E,F)eAcc

is equal to the probability of satisfying the formula ¢ in the MDP M under the
projected strategy C starting from the initial state sjnjt-
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Definition 20. Let P = (Sp, Act, Pp, APp, Lp) be the product of an MDP M
and a DRA A. An accepting end component (AEC) of P is defined as an end com-
ponent N' = (Snr, Actpr, Pp, APp, Lp) of P for which there exists a pair (E,F)
in the acceptance condition of A such that Lp(Sx)NE =0 and Lp(Sy)NE # (.
We say that N is accepting with respect to the pair (E, F).

An AEC N is called mazimal (MAEC) if there is no AEC N such that N #
N, Sy C Sy, Acta((s,q)) C Actar((s,q)) for every (s,q) € Sp and N and
N are accepting with respect to the same pair. We use AEC(P) and MAEC(P)
to denote the set of all accepting end components and mazimal accepting end
components of P, respectively.

Note that MAECs that are accepting with respect to the same pair are always
disjoint. However, MAECs that are accepting with respect to different pairs can
intersect.

Optimal strategy for the product — intuition

Using the correspondence between strategies for P and M, an optimal strategy
C for M is found as a projection of a strategy Cp for P which almost-surely
satisfies the accepting condition Acc of A and at the same time, minimizes the
APPC value Vp ¢, (spinit) among all strategies for P that almost-surely satisfy
Ace.

From the discussion above it follows that a necessary condition for almost-
sure satisfaction of the accepting condition Acc by a strategy Cp for P is that
there exists a set maec C MAEC(P) of MAECs such that Cp leads the product
from the initial state to maec. Moreover, for every MAEC N' € MAEC(P), the
minimum APPC value Vi ((s,¢)) that can be obtained in N starting from a state
(5,q) € Sy is equal for all the states of N' and we denote this value Vy;. The
strategy C'p is constructed in two steps.

First, we find a set maec* of MAECs of P and a strategy Cy that leads P from
the initial state to the set maec*. We require that Cy and maec* minimize the
weighted average of the values Vj; for N' € maec*. The strategy Cp applies Cy
from the initial state until P enters the set maec*.

Second, we solve the problem of how to control the product once a state
of an MAEC N € maec* is visited. Intuitively, we combine two finite-memory
strategies, C’j\)f for the almost-sure satisfaction of the accepting condition Acc
and CX/ for maintaining the average expected cumulative penalty per surveillance
cycle. To satisfy both objectives, the strategy Cp is played in rounds. In each
round, we first apply the strategy Cf/ and then the strategy C’X/, each for a specific
(finite) number of steps.

Finding an optimal set of MAECs

Let MAEC(P) be the set of all MAECs of the product P that can be computed as
follows. For every pair (E, F') € Acc, we create a new MDP from P by removing
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all its states with label in B and the corresponding actions. For the new MDP,
we use one of the algorithms in [dA97, CY95, CH11] to compute the set of all its
MECs. Finally, for every MEC, we check whether it contains a state with label
in G.

In this section, the aim is to find a set maec* C MAEC(P) and a strategy Cy
for P that satisfy conditions formally stated below. Since the strategy Cy will
only be used to enter the set maec*, it is constructed as a partial function.

Definition 21. Let M = (S, Act, P, AP, L) be an MDP. A partial strategy for
M is a partial function ¢: Runit — Act, where if ((o) is defined for o € Run,
then ((o) € Act(last(o)).

A partial memoryless strategy for M can also be considered as a partial func-
tion ¢: S — Act or a subset ¢ C S x Act. The set Run™¢ of runs of M under
¢ contains all infinite runs of M that follow ¢ and all those finite runs ¢ of M
under ¢ for which ((last(o)) is not defined. A finite run of M under ( is then a
finite prefix of a run under (. The probability measure Pré\A’C is defined in the
same manner as in Section 2.3.2. We also extend the semantics of LTL formulas
to finite words. For example, a formula FG ¢ is satisfied by a finite word if in
some non-empty suffix of the word ¢ always holds.

The conditions on maec* and Cj are as follows. First, the partial strategy Cj
leads P to the set maec*, i.e.,

ProCFG( ) Sv) =1 (3.20)

SPinit
N Emaec*

Second, we require that maec* and Cy minimize the value

> PrDS(FG Sy) - Vi (3.21)

SPinit
N Emaec*

The procedure to compute the optimal APPC value V}; for an MAEC N of
P is described in the next section. Assume we already computed this value for
each MAEC of P. The algorithm to find the set maec* and partial strategy Cy
is based on an algorithm for stochastic shortest path (SSP) problem. The SSP
problem is one of the basic optimization problems for MDPs. Given an initialized
MDP and its state ¢, the goal is to find a strategy under which the MDP almost-
surely reaches the state ¢, so called terminal state, while minimizing the expected
cumulative penalty. If there exists at least one strategy almost-surely reaching
the terminal state, then there exists a stationary optimal strategy. For details
and algorithms see [Ber12].

The partial strategy Cy and the set maec* are computed as follows. First, we
create a new MDP P’ from P by considering only those states of P that can reach
the set MAEC(P) with probability 1 and their corresponding actions. The MDP
P’ can be computed using backward reachability from the set MAEC(P). If P’
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does not contain the initial state spinit, there exists no solution to Problem 4. Oth-
erwise, we add a new state ¢ and for every MAEC N € MAEC(P’) = MAEC(P),
we add a new action a to P’. From each state (s,q) € Sy, N' € MAEC(P’), we
define a transition under o, to ¢ with probability 1 and set its penalty to Vy.
All other penalties in the MDP are set to 0. Finally, we solve the SSP problem
for P’ and the state t as the terminal state. Let Cissp be the resulting stationary
optimal strategy for P’. For every (s,q) € Sp, we define Cy((s,q)) = Cssp((s,q))
if the action Cssp((s,q)) does not lead from (s,q) to ¢, Co((s,q)) is undefined
otherwise. The set maec* is the set of all MAECs N for which there exists a state
(s,q) such that Cssp((s,q)) = an.

Proposition 2. The set maec* and the partial stationary strategy Cy result-
ing from the above algorithm satisfy the conditions in Equation 3.20 and Equa-
tion 3.21.

Proof. Both conditions follow directly from the fact that the strategy C'sgp is an
optimal solution to the SSP problem for P’ and t. O

Optimizing APPC value in an MAEC

In this section, we compute the minimum APPC value V- that can be attained
in an MAEC N € MAEC(P) and construct the corresponding strategy for A.

Essentially, we reduce the problem of computing the minimum APPC value
to the problem of computing the minimum ACPS value by reducing N to an
MDP such that every state of the reduced MDP is labeled with the surveillance
proposition agyy.

Let N = (Spr, Actpr, Pp, APp, Lp) be an MAEC of P. Since it is an MAEC,
there exists a state (s,q) € Sy with asyr € Lp((s,¢q)). Let Sy, denote the set of
all such states in Sy. We reduce N to an MDP

/\[sur == (SA/;ura ACtsur; Psura AP737 LP)

using Algorithm 4. For the sake of readability, we use singletons such as u instead
of pairs such as (s,q) to denote the states of N'. The MDP N, is constructed
from N by eliminating states from Sxr\Sa;, one by one in arbitrary order. The
actions Acts,, are partial stationary strategies for N in which we remember all the
states and actions we eliminated. Later we prove that the transition probability
Py (u, ¢, u') for states u,u’ € Sp,,, and an action ¢ € Actey(u) is the probability
that in N under the partial stationary strategy (, if we start from the state u,
the next state that will be visited from the set Sy, is the state v/, i.e., the
first surveillance cycle is completed by visiting «’. The penalty peng, (u, () is the
expected cumulative penalty gained in A using partial stationary strategy ¢ from
u until we reach a state in Sy, .

In Figure 3.9, we demonstrate the reduction on an example using the notation
introduced in Algorithm 4. On the left side, we see a part of an MAEC N with five
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Algorithm 4 Reduction of an MAEC N to Ng,,
1: Input: N' = (S, Actpr, Pp, APp, Lp), penalties penp
2: Output: Ny = (Sarsur, AcCtsur, Peur, APp, Lp), penalties peng,,
3: let X = (Sx,Actyx,Px, APp,Lp) be an MDP and peny penalties such that
o SX = S_/\/,
o for u € Sx : Actx(u) :=={(a | Co = {(u, )}, € Actpar(u)},
o for u,u’ € Sx,( € Actx : Px(u,(,v') := Pp(u,((u),u),

o for u € Sx,( € Actx : peny(u,() := penp(u, ((u))

4: while Sx\Sprsur # 0 do
5: let u € Sx\Snrsur
6: for all ¢ € Actx(u) do
7 if Px(u,¢,u) <1 then
8: for all uyfrom € Sx, Cota € Actx (Ufrom) do
9: if Px (Ufrom, Cotd, ) > 0 and (4, ¢ do not conflict then
10: Cnew = Cold U C
11: add Cpew t0 Actx (Ufrom)
12: for every uz, € Sx:
PX (ufromv Cnewa uto) = PX (ufrorru Colda uto) + PX (ufromz Colda u) . ]m
penx (ufroma Cnew) =peny (ufroma Cold) + Px (Ufromy Colds U) : %
13: remove (oq from Actx (Ufrom)
14: end if
15: end for
16: end if
17: remove ¢ from Actx (u)
18: end for
19: remove u from Sx
20: end while
21: return X

states and two actions. First, we build an MDP X = (Sx, Actx, Px, APp, Lp)
and penalties peny from N by transforming every action of every state to a partial
stationary strategy with a single pair given by the state and the action. The MDP
X is used in the algorithm as an auxiliary MDP to store the current version of
the reduced system. Assume we want to reduce the state u. We consider all
“incoming” and “outgoing” actions of u and combine them pairwise as follows.
There is only one outgoing action from w in X, namely {, and only one incoming
action, namely action (yq of state u f,om,. Since ¢ and (yq do not conflict as partial
stationary strategies on any state of N, we merge them to create a new partial
stationary strategy (pew that is an action of wfpon,. The transition probability
Px (Ufroms Cnew, Uto) for a state uz, of X is computed as the sum of the transition
probability Px (ufrom, Cold, tto) of transiting from w g,om, to us, using the old action
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Culd = {(1(1]7'0’”7 0[)} Cnuu = {(ufrunu a)7 (U-, 3)}

Figure 3.9: Illustration of Algorithm 4. A part of an MAEC N is shown in the
left. An auxiliary MDP X is constructed by transforming actions of N to partial
stationary strategies. The MDP X after eliminating the state w is shown on the
right. The penalties associated with actions are depicted in red.

Colq and the probability of entering ug, by first transiting from uyon, to u using
Cola and from u eventually reaching wu, using ¢. The penalty peny (U from; Cnew)
is the expected cumulative penalty gained starting from uf,om by first applying
action (,q and if we transit to u, applying ¢ until a state different from wu is
reached. Now that we considered every pair of an incoming and outgoing action
of u, the state v and its incoming and outgoing actions are reduced. The modified
MDP X is depicted on the right side of Figure 3.9.

Proposition 3. Let N' = (Syr, Actpr, Pp, APp, Lp) be an MAEC with penalties
penp and Ngyr = (Sni,» Actsur, Paur, APp, Lp) and peng,, its reduction result-
ing from Algorithm 4. The minimum APPC value that can be attained in Ng,,
starting from any of its states is the same and we denote it V; . There exists a
stationary strategy CX/SM for N, that attains this value regardless of the starting
state in NVg,,. Both Vj}sur and CX/SM can be computed as a solution to the ACPS
problem for ANg,. It holds that Vi = V-&k/’sur and from C’X[sur, one can construct
a finite-memory strategy CX/ for N’ which regardless of the starting state in N
attains the optimal APPC value V.

Proof. We prove the following correspondence between N and Ng,,. For every
u,u’ € Sn,,, and ¢ € Actgy(u), it holds that ¢ is a well-defined partial stationary
strategy for N. The transition probability Ps(u,(,u) is the probability that in
N, when applying ( starting from u, the first surveillance cycle is completed by
visiting v/, i.e.,

Payr(u, ¢ u) = Pr{;\/7<(X(_‘SNsurU u')).

The penalty peng, (u,() is the expected cumulative penalty gained in N when
applying ( starting from v until the first surveillance cycle is completed. On the
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other hand, for every partial stationary strategy ¢ for N/ such that
Pr)¢ (F Sy,,) = 1

for some u € Spreyr, there exists an action ¢’ € Actgy,(u) such that the action ¢’
corresponds to the partial stationary strategy ¢ in the above sense, i.e.,

PSLIF(UJ CIJ U/) = PI“?/,)/:C(X(_\SA/’SWU ul))

for every u' € Sh;,, and the penalty peng, (u,(’) is the expected cumulative
penalty gained in N/ when we apply ( starting from u until we reach a state in
SN -

To prove the first part of the correspondence above, we prove the following
invariant of Algorithm 4. Let X = (Sx,Actx, Px, APp,Lp) be the MDP and
peny the penalty function from the algorithm after the initialization, before the
first iteration of the while cycle. It is easy to see that all actions of X are well-
defined partial stationary strategies. For the transition probabilities, it holds that

Px (tgroms G, uto) = PriS (X (=SxUy,))

for every ufrom,uto € Sx and ¢ € Actx(ufrom). The penalty peny (ufrom,() is
the expected cumulative penalty gained in N starting from u ¢,om, when applying
¢ until we reach a state in Sx. We show that these conditions also hold after
every iteration of the while cycle.

Let X and peny satisfy the conditions above and let u € Sx\Snsur- By
removing the state u from Sy, we obtain a new version of the MDP X’ and the
function peny,. Note that Sx'U{u} = Sx. Let wfrom € Sx’ be a state of X’ and
Cnew € Actx:(Ufrom) be its action such that (new has changed in the process of
removing the state u. The action (e, is a well-defined partial stationary strategy
because it must have been created as a union of an action (yq of ufre, and an
action ¢ of u, both from the previous version X, which do not conflict on any
state from Sx.

For a state us, € Sxs, we prove that

PX’(ufroma Cnew, uto) = PI“N’Cnew (X(_\SX/U um)).

U from
Since (pew = CoraU(¢, the probability in N when applying (pew starting from w o,
of reaching the state u;, as the next state in Sx- is the probability of reaching it as
the next state in Sx when using (yq from ufy.op,, plus the probability of reaching
u as the next state in Sy from .o, using (yq and then eventually reaching the
state ug, from w using ¢. This means

Pr Snew (X (=S x U ug)) =

Ufrom
= Pry St (X (2Sx Ug)) + Priy S (X (=Sx Uw)) - Pri < (F ug)

00
= PX(ufromv Colds Uto) + PX(ufT0m7 Cold; u) ) (Z PX(uv ¢ u)l ’ PX(uv ¢, Ut0)>
=0

_EX(U, ga uto)

= PX(uf’r‘OM7COld7ut0) + PX(“fromvCold;u) : 1— PX(U C u)
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which is exactly as defined in Algorithm 4.

Similarly, we prove that pen y:(u from, Cnew) is the expected cumulative penalty
gained in \V starting from u from When applying (e, until we reach a state in Sx-.
As Crew = Coiq U ¢, it is the expected cumulative penalty of reaching a state in
Sx by using (,;q plus, in the case we reach u, the expected cumulative penalty of
eventually reaching a state in Sy, i.e., other than u, using (. To be specific, we
have

penx (ufrom’ Cold) + Px (uf'roma Colds U)

-(ZPX(U,C,u)i (1= Px(u,C,u))- (i + 1)) - peny (u, ()
=0

pen x (ua C)
1— Px(u,C,u)’
just as defined in Algorithm 4. This completes the proof of the first part of the
correspondence between N and Ng,.

The second part of the correspondence between N and N, follows directly
from the fact that, in the process of removing a state u € Sx\Shz,, we consider
all combinations of actions of u which eventually reach a state different from wu,
with all actions of all states ufyn, having an action under which u is reached with
non-zero probability.

From the correspondence between N and Mg, it follows that in Ng,, there
exists a finite run between every two states. Therefore, the minimum APPC value
that can be obtained in N, from any of its states is the same and it is denoted by
V., Since every state of Naur is a surveillance state, the APPC problem for Ng,,
is equivalent to solving the ACPS problem for Ng,,. Using one of the algorithms
in [Berl2|, we obtain a stationary strategy C’X/Sur that attains the APPC value
Vy., regardless of the starting state. From the correspondence between N and
Naur it also follows that Vi, = V.

Now we construct the strategy C’X/ for A and show that it attains the minimum
APPC value Vy; regardless of the initial state. Intuitively, the strategy CX/ is
constructed to lead to a single EC of A/ that provides the minimum APPC value
and that is the EC encoded by the strategy C’stur for Naur-

Let Sger € Sn be the set of all states v € Sy for which there exists a surveil-
lance state usyr € Spr,, such that the partial strategy C’stur(usur) for NV is defined
on the state u. We compute a partial strategy (inix that leads from every state
from Sar\Sqes to the set Sger as follows. Let N’ be an MDP that is created from
N by adding a new state ¢t and a new action agef. From every state u € Sgey,
we define a new transition under agey to ¢t with probability 1 and penalty 0. Let
Cssp be a stationary optimal strategy for the SSP problem for N7 and ¢ as the
terminal state. We define (init(u) = Cssp(u) for every u € Sar\Saes-

The strategy CX/ is a then finite-memory strategy

peny (ufromv Cold) + PX (ufrmm Colda U) :

CX/ = (M, next, trans, start),
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where M = Sy, U{init} is the set of modes, trans: M x Sxr — M is the transition
function such that for every m € M,u € Sy

m  if u € Snsur,

trans(m, u) = {

u  otherwise.

The function next: M x Sy — Actas that selects an action to be applied in N is
for m € M,u € Sy defined as

(CX/M (m))(u) it m e Sh,
Cinit (u) otherwise.

next(m,u) = {

Finally, start: Syr — Saz,, selecting the starting mode for uw € Sy is defined as

u  ifue S,
where (C}: (m))(u)
is defined,

init otherwise.

start(u) =

The strategy attains the APPC value Vi since it only simulates the strategy CX}SW
by unwrapping the corresponding partial strategies. O

The following property of the strategy C’X/ is crucial for the correctness of our
approach to Problem 4.

Proposition 4. For every (s, q) € Sy, it holds that

v e —tk

lim PrN’CN({p | pnp;f) <Vih =1,
where penp (p~*) denotes the cumulative penalty gained in the first k surveillance
cycles of a run p € Run’™((s,q)). Hence, for every e > 0, there exists j(e) € N
such that if the strategy CX/ is applied from a state (s,q) € Sy for at least j(e)
surveillance cycles, then the average expected cumulative penalty per surveillance

cycle in these surveillance cycles is at most V- + € with probability at least 1 —e.

Proof. In [CH11] the authors prove that a strategy solving the ACPS problem for
an MDP satisfies a property analogous to the one in the proposition. Especially,
for the strategy C’X/sur for the reduced MDP N, it holds that for any state

(87 q) e S-/\/-sur

j\/'sur7c-}\/fsur ({p ‘ pen/\/;ur (p_>k)

k;li)n(;lo Pr(s7Q) k S V/\/;ur}) = 17

where peny (p~*%) denotes the cumulative penalty gained in the first n stages

of a run p € Run™*"((s,q)). The proposition then follows directly from the
construction of the strategy C/‘\/f from the strategy C}\/fsur. O
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Almost-sure acceptance in an MAEC

Here we design a strategy for an MAEC N’ € MAEC(P) that guarantees almost-
sure satisfaction of the acceptance condition Acc of Ay. Let (E, F) be a pair in
Acc such that N is accepting with respect to (F, F), ie., Lp(Sy)NE = and
Lp(Sy) N F # (. There exists a stationary strategy Cff for N' under which a
state with label in F' is reached with probability 1 regardless of the starting state,
ie.,

@
pr v
(5:9)

(FF)=1 (3.22)
for every (s,q) € Sy. The existence of such a strategy follows from the fact
that NV is an EC [BKO08]. Moreover, we construct Cf/ to minimize the expected
cumulative penalty before reaching a state in Syy NS x F.

The strategy Cj{’/ is found as follows. Let N’ be an MDP that is created from N
by adding a new state ¢ and a new action ap. From every state (s,q) € SyyNS X F,
we define a new transition under ap to ¢ with probability 1 and penalty 0. Let
Cgssp be a stationary optimal strategy for the SSP problem for N’ and ¢ as the
terminal state. For a state (s,q) € Sy, we define C’f/((s,q)) = Cssp((s,q)) if
the state (s,q) does not have a label in F', otherwise C’f\’/((s,q)) = « for some

a € Acta((s,q)).

Proposition 5. The strategy C’j’:f for A/ resulting from the above algorithm
almost-surely reaches the set Sy NS x F and minimizes the expected cumulative
penalty before reaching the set, regardless of the initial state.

Proof. 1t follows directly from the fact that Csgp optimally solves the SSP prob-
lem for the MDP N’ and t. O

Optimal strategy for the product

Finally, we are ready to construct the strategy Cp for the product P that projects
to an optimal solution for M.

First, starting from the initial state spjnit, Cp applies the strategy Cy until a
state of an MAEC in the set maec* is reached. Let N € maec* denote the MAEC
and let (E, F') € Acc be a pair from the accepting condition of A, such that N is
accepting with respect to (E, F).

Now, the strategy C'p starts to play the rounds. Each round consists of two
phases. First, play the strategy Cff until a state with label in F' is reached. Let
us denote k; the number of steps we play C’j\)f in i-th round. The second phase
applies the strategy C’X/ until the number of completed surveillance cycles in the

second phase of the current round is I;. The number [; is any natural number for
which

l; > max{j(}),i k;  penpyaq}s
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where j(4) is from Proposition 4 and penp,,,, is the maximum value of the
penalties penp. After applying the strategy C’X/ for I; surveillance cycles, we
proceed to the next round 7 + 1.

Theorem 4. The strategy C'p almost-surely satisfies the accepting condition Acc
of Ay and at the same time, C'» minimizes the APPC value Vp ¢, (spinit) among
all strategies for P almost-surely satisfying Acc.

Proof. From Proposition 2 it follows that when applying the strategy Cy from the
initial state spinit, the set maec*® is reached with probability 1.

Assume that P enters MAEC N € maec* that is accepting with respect to a
pair (E,F) € Acc. Let i be the current round of Cp and € = +. According to
Proposition 5, a state with a label in F'is almost-surely reached. In addition, using
Proposition 4, the average expected cumulative penalty per surveillance cycle in
the ¢-th round is at most

ki - penprmar + (VY + &) (ki + 1)V + ki - penprpae — iV + Lig;

li ki+li
k..
= R}—l—q—i*%
(2
1 .
< Virteit (li > i ki Pt mas)

with probability at least 1 — % Therefore, in the limit, in the MAEC N, we both
satisfy the LTL specification and reach the optimal APPC value with probability
1. Together with the fact that maec™ and C satisfy the condition in Equation 3.21,
we have that Cp is an optimal strategy for P. O

Complexity

The size of a Rabin automaton for an LTL formula ¢ is in the worst case doubly
exponential in the size of the set AP. However, studies such as [KB06] show that
in practice, for many LTL formulas, automata are much smaller and manageable.

Once the product P is built, we compute the set MAEC(P) by running |Acc|-
times an algorithm for MEC decomposition, which is polynomial in the size of P.
The size of the set MAEC(P) is in the worst case |Acc|-|Sp|. For each MAEC N,
we compute its reduction Ny, using Algorithm 4 in time O(|Syr| - [Actar|CUSVD),
The optimal APPC value Vj; and an optimal finite-memory strategy CX/ are then
found in time polynomial in the size of the reduced MDP.

The algorithm for finding the strategy Cp and the optimal set maec* are again
polynomial in the size of P. Similarly, computing a stationary strategy Cf/ for
an MAEC N € maec* is polynomial in the size of N.
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Usability

As was proved above, the presented solution to Problem 4 is correct and com-
plete. However, the resulting optimal strategy C'p for P, and hence the projected
strategy C' for M as well, is not a finite-memory strategy in general. The reason
is that in the second phase of every round i, the strategy C’X/ is applied for I;
surveillance cycles and [; is generally growing with .

This, however, does not prevent the solution to be effectively used. The follow-
ing simple rule can be applied to avoid performing all I; > max{i-k;-penp,, 4z J (%)}
surveillance cycles in every round 7. When the computation is in the second phase
of round 4 and the product is in an MAEC A € maec*, after completion of ev-
ery surveillance cycle, we can check whether the average cumulative penalty per
surveillance cycle in round i is at most Vy + % If yes, we can proceed to the
next round ¢ + 1, otherwise continue with the second phase of round i. As the
simulation results in Section 3.3.4 show, the use of this simple rule dramatically
decreases the number of performed surveillance cycles in almost every round.

On the other hand, the complexity of the resulting strategy C for M can be
reduced from non-finite-memory to finite-memory in the following case. Assume
that for every N' € maec*, the optimal APPC strategy CX[ leads to an EC that
contains a state from F, where N is accepting with respect to the pair (E, F) €
Acc. In this case, the optimal strategy Cp can be defined as a finite-memory
strategy that first applies the strategy Cy to reach a state of an MAEC N € maec*,
and from that point on, only applies the strategy CX/.

3.3.4 Case Study

We implemented the solution presented in Section 3.3.3 for a persistent surveil-
lance robotics example. In this section, we report on the simulation results.

Consider a mobile robot moving in a partitioned environment. The motion of
the robot is modeled by the initialized MDP M shown in Figure 3.10a. The set
AP of atomic propositions contains two propositions base and job. As depicted
in Figure 3.10a, state 0 is the base location and state 8 is the job location. At the
job location, the robot performs some work, and at the base, it reports on its job
activity.

The robot’s mission is to visit both base and job location infinitely many times.
In addition, at least one job must be performed after every visit of the base, before
the base is visited again. The corresponding LTL formula is

¢ = GF base A GF job A G(base = X(—base U job)).

While satisfying the formula, we want to minimize the expected average penalty
between two consecutive jobs, i.e., the surveillance proposition ag, = job.

In the simulation, we use a Rabin automaton A for the formula that has 5
states and the accepting condition contains 1 pair. The product P of the MDP M
and A has 50 states and one MAEC N of 19 states. The optimal set of MAECSs
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Cp1 | before job

after job

[ Gz |

Figure 3.10: (a) Initialized MDP M with initial state 0. The penalties of
applying «, 8,7 in any states are 5, 10, 1, respectively, e.g., pen(l,a) = 5.
(b) Definitions of strategies Cinit, Cp1,Cp2 for M, the projections of strategies
Co,Cj:f, CX[ for P, respectively. The condition “before job” means that the
corresponding prescription is used if the job location has not yet been visited
since the last visit of the base. Similarly, the prescription with condition “after
job” is used if the job location was visited at least once since the last visit of the
base.

maec* = {N}. The optimal APPC value V}; = 40.5. In Figure 3.10b, we list
the projections of strategies Cy, C’f/, C’X/ for P to strategies Cinit, Cp1, Cpa for M,
respectively. The optimal strategy C for M is then defined as follows. Starting
from the initial state 0, apply strategy Cin;; until a state is reached, where Cj,it is
no longer defined. Start round number 1. In i-th round, proceed as follows. In
the first phase of the round, apply strategy C},1 until the base is reached and then
for one more step (the product P has to reach a state from the Rabin pair). Let
k; denote the number of steps in the first phase of round i. In the second phase,
use strategy Cpp for ; = max{i - k; - 10,j(%)} surveillance cycles, 1i.e., until the
number of jobs performed by the robot is I;. We also use the rule described in
Section 3.3.3 to shorten the second phase, if possible.

Let us summarize the statistical results we obtained for 5 executions of the
strategy C for M, each of 100 rounds. The number k; of steps in the first phase
of a round 7 > 1 was always 5 because in such case, the first phase starts at
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the job location and the strategy Cj,1 needs to be applied for exactly 4 steps to
reach the base. Therefore, in every round ¢ > 1, the number [; is at least 50 - 7,
e.g., in round 100, I; > 5000. However, using the rule described in Section 3.3.3,
the average number of jobs per round was 130 and the median was only 14. In
particular, the number was not increasing with the round. On the contrary, it
appears to be independent from the history of the execution. In addition, at most
2 rounds in each of the executions finished only at the point, when the number of
jobs performed by the robot in the second phase reached [;. The average APPC
value attained after 100 rounds was 40.56.

In contrast to our solution, the algorithm proposed in [DSBR11] does not find
an optimal strategy for M. Regardless of the initialization of the algorithm, it al-
ways results in a sub-optimal strategy, namely the strategy C; from Figure 3.10b
that has APPC value 50.5.

3.3.5 Conclusion

In this section, we focused on the problem of designing a control strategy for
an MDP to guarantee satisfaction of an LTL formula with surveillance task, and
at the same time, to minimize the expected average cumulative penalty between
visits of surveillance states. This problem was previously addressed in [DSBR11],
where the authors propose a sub-optimal solution based on dynamic programming.
In contrast to this work, we exploit recent results from theoretical computer sci-
ence, namely game theory and probabilistic model checking, to provide an optimal
solution to this control problem.
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Chapter 4

Control for Dynamic Systems

In this chapter, instead of focusing on control of finite discrete models, we consider
the more general problem of LTL control for infinite dynamic systems. The com-
plexity of dynamic systems vary depending on whether continuous- or discrete-
time is considered and depending on the form of the corresponding differential
or difference equation, respectively. As the use of formal methods might lead to
increased computational complexity, in this chapter we focus on discrete-time sys-
tems with linear dynamics and stochastic uncertainty. While linear dynamics is
suitable to describe many real systems, it is simple enough to analyze. Motivated
by the hierarchical approach, we design an iterative abstraction-refinement algo-
rithm to compute the set of all initial states from which the a given LTL formula
can be satisfied with probability 1 and construct the corresponding strategies.
We start with a motivation for the considered problem and follow with the
formal problem formulation. The proposed solution is presented next, including
illustrative examples. Finally, the solution is demonstrated on a case study.

4.1 Linear Stochastic Systems

4.1.1 Motivation

In this work, we focus on the problem of finding the set of all initial states of a
linear stochastic system from which a given constraint can be satisfied, and syn-
thesizing the corresponding witness control strategies. In particular, we consider
properties expressed as formulas of GR(1) fragment of LTL that offers polyno-
mial computational complexity as compared to the doubly exponential one of
general LTL, while being expressive enough to describe most of the usually con-
sidered temporal properties, see Section 2.2. We require the formula to be sat-
isfied almost-surely, i.e., with probability 1. The almost-sure satisfaction is the
strongest probability guarantee one can achieve while accounting for the stochas-
ticity of the dynamics.

In our proposed approach, we iteratively construct and refine a discrete ab-
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straction of the system and solve the synthesis problem for the abstract model.
The discrete model considered in this work is a 21/2-player game introduced in
Section 2.3.3. Every iteration of our algorithm produces a partial solution given
as a partition of the state space into three categories. The first is a set of sat-
isfying initial states together with corresponding witness strategies. The second
is a set of non-satisfying initial states, i.e., those from which the system cannot
be controlled to satisfy the specification with probability 1. Finally, some parts
of the state space may remain undecided due to coarse abstraction. As the ab-
straction gets more precise, more states are being decided with every iteration of
the algorithm. The designed solution is partially correct. That means, we guar-
antee soundness, i.e., almost sure satisfaction of the formula by all controlled
trajectories starting in the satisfying initial set and non-existence of a satisfying
control strategy for non-satisfying initial states. On the other hand, completeness
is not ensured. If a weaker abstraction model, such as 2 player games, was used,
there would be no soundness guarantee on the non-satisfying initial states and no
completeness guarantees. We provide a practical implementation of the algorithm
that ends after a predefined number of iterations.

The main novelty of our work is the abstraction-refinement of a dynamic sys-
tem using a 21/2-player game. While abstraction-refinement exists for discrete
systems such as non-deterministic and probabilistic systems [HIMO03, CCD14,
KKNP10, CHIMO5], and some classes of hybrid systems [HNP*11, NO14], to the
best of our knowledge, the approach that we present in this paper is the first at-
tempt to construct abstraction-refinement of stochastic systems with continuous
state and control spaces in the form of 21/2-player games. The game theoretic
solutions are necessary to determine what needs to be refined, and the dynamics
of the linear-stochastic systems determine the refinement steps. Thus both game
theoretic aspects and the dynamics of the system play a crucial role in the refine-
ment step, see Remark 6. Also, the almost-sure analysis allows us to effectively
build the game using only polytopic operators and thus avoiding the expensive
and often approximative computation of integrals.

This paper is closely related to [YTvt12, GLB12, LAB12, ADDB11, WTM12b].
Our computation of the abstraction is inspired from [YTvt12], which, however,
does not consider stochastic dynamics and does not perform refinement. The lat-
ter issue is addressed in [GLB12| for non-stochastic dynamics and specifications
with finite-time semantics in the form of syntactically co-safe LTL formulas. The
exact problem that we formulate in this paper was also considered in [LAB12], but
for finite-time specifications in the form of probabilistic Computation Tree Logic
(PCTL) formulas and for the particular case when the control space is finite. Also,
in [LABI12], the abstraction is constructed in the form of an interval-valued MDP,
which is less expressive than the game considered here. An uncontrolled version
of the abstraction problem for a stochastic system was considered in [ADDBL11],
where the finite system was in form of a Markov set chain. In [WTM12b], the
authors consider the problem of controlling uncertain MDPs from LTL specifi-
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cation. When restricted to almost sure satisfaction, uncertain MDPs have the
same expressivity as the games considered here. To obtain a control strategy, the
authors of [WTM12b] use dynamic programming (value iteration), as opposed to
games.

The results presented in this section are based on our results in [SKC*15]. The
rest of the section is organized as follows. We formulate the problem and outline
the approach in Section 4.1.2. The abstraction, game, and refinement algorithms
are presented in Section 4.1.3. Finally, in Section 4.1.4, we present a case study
and simulation results.

4.1.2 Problem Formulation

In this work, we assume the system is modeled as a linear stochastic system £
described with an equation of the form

L: xyy1 = Axy + Buy + wy,

and a set of atomic propositions AP is given as a finite set of linear predicates
over its state space X, see Definition 12.

Problem 5. Given
e q linear stochastic system L,
e q finite set of atomic propositions AP,
e o GR(1) formula ¢ over alphabet AP,
find
(i) the set Xiniw C X of all states © € X such that there exists a control strategy
C,.: Runf (x) — U that satisfies ¢ with probability 1,
(ii) the corresponding strategies Cy for x € Xipjt.

The solution we propose for Problem 5 can be summarized as follows. First,
we abstract the linear stochastic system £ using a 21/2-player game based on the
partition of the state space X given by linear predicates II. The game is built
only using polytopic operations on the state space and control space. We analyze
the game and identify those partition elements of the state space X that provably
belong to the solution set Xj,;;, as well as those that do not contain any state
from AXj,;:. The remaining parts of the state space still have the potential to
contribute to the set Xj,;; but are not decided yet due to coarse abstraction. In
the next step, the partition of state space X is refined using deep analysis of the
constructed game. Given the new partition, we build a new game and repeat the
analysis. The approach can be graphically represented as shown in Figure 4.1.

We prove that the result of every iteration is a partial solution to Problem 5.
In other words, the computed set of satisfying initial states as well as the set of
non-satisfying initial states are correct. Moreover, they are improved or main-
tained with every iteration as the abstraction gets more precise. This allows us
to efficiently use the proposed algorithm for a fixed number of iterations. Finally,
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linear
system predicates

. partition of X
formula abstraction |e€ — "

I game
Y

‘ game analysis ‘

l winning and losing states
Y
part of Xinir refinement
and of X\ X,

Figure 4.1: Graphical representation of the proposed solution to Problem 4.1.2.

we prove that if the algorithm terminates then the result is indeed the solution to
Problem 5.

The main difficulty of the approach is the abstraction-refinement of 21/2-player
game. Abstraction-refinement has been considered for discrete systems [KKNP10,
HIMO03, CCD14, CHIMO05], and also for some classes of hybrid systems [HNP*11,
NO14]. However, in all of these approaches, even if the original system is consid-
ered to be probabilistic, the distributions are assumed to be discrete and given,
and are not abstracted away during the refinement. The key challenge is the exten-
sion of abstraction-refinement approach to continuous stochastic systems, where
the transition probabilities in the abstract discrete model need to be abstracted.
We show that by exploiting the nature of the considered dynamic systems we can
develop an abstraction-refinement approach for our problem, see Remark 6.

4.1.3 Problem Solution

In this section, we describe the proposed solution in detail and present necessary
proofs. We start with the abstraction procedure that consists of two steps. The
linear stochastic system L is first abstracted using a non-deterministic transition
system which is then extended to a 21/2-player game. The game analysis sec-
tion then describes how to identify parts of the solution to Problem 4.1.2. The
procedure for refinement is presented last.

Recall the set X,y defined in Equation 2.5 that contains all states outside
of the state space X that can be reached within one step in system L. Note
that Xyt is generally not a polytope, but it can be represented as a finite set
of polytopes {X;, . biowelows OF {Xi: | for short. In the following sections, we use

out

88



CHAPTER 4. CONTROL FOR DYNAMIC SYSTEMS

Table 4.1: Definitions of polytopic operators Post (posterior), Pre (predecessor),
PreR (robust predecessor), PreP (precise predecessor), Attr (attractor) and AttrR
(robust attractor), where X’ C X,U’ C U are polytopes, and {X;};cs is a set
of polytopes in X. The algorithms to compute all the operators are listed in
Appendix C.

Post(X',U') = {zeRY |3 cX,FJuecl',FweW: r= Az’ + Bu+w}
Pre(X',U',{X;}jcs) = {ze€ X' |Fuel: Post(z,u)N |J X; is non-empty}
3E€T
PreR(X',U',{X;}jcs) = {ze€ X' |Fuel: Post(z,u) C U X;}
i€J
PreP(X' U, {X;}jes) = {ze€X’'|Fueld : Post(x,u) C |J &; and
3€J

Vj € J: Post(z,u) N X; is non-empty}

Attr(X" U { X jes) = {zeX’|Vuel : Post(z,u)N |J X; is non-empty}
JE€T
AttrR(X U { X }jes) = {z e X' |Vuel : Post(z,u) C U X;}
JjEJ

various polytopic operators to analyze the dynamic system. All these operators
are formally defined in Table 4.1 and their computation is described in detail in
Appendix C.

Abstraction

The abstraction consists of two steps. First, the linear stochastic system is ab-
stracted using a non-deterministic transition system which is then extended to a
21/2-player game.

Definition 22 (NTS). A non-deterministic transition system (NTS) is a tuple
N = (S, Act, T, AP, L), where S is a non-empty finite set of states, Act is a non-
empty finite set of actions, and T: S x Act — 2% is a non-deterministic transition
function, AP is a non-empty finite set of atomic propositions and L: S — 247 is
a labeling function.

In order to build an NTS abstraction for £, we assume we are given a partition
{X:}ier, or {X;} for short, of the state space X'. Initially, the partition is given by
the set of linear predicates AP, i.e., it is the partition given by the equivalence
relation ~ 4p defined as

x~apt = V(a:cx<d)e AP: (cxgd & cxlgd).

In the later iterations of the algorithm, the partition is given by the refinement
procedure. The construction below builds on the approach from [YTv*12].

We use N{Xi} = (Spn, Actpr, Ty AP, L) to denote the NTS corresponding to
partition {A;} defined as follows. The states of Ny, are given by the partition
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of the state space X and the outer part Xou, i.e., Sy = {X;} U{X;..}. Let
X; € {AX;} C Sy be a state of the NTS, a polytope in X'. We use ~; to denote the
equivalence relation on U such that u ~; u’ if for every state X; € {X;} U { X, .},
it holds that Post(X;,u) N X; is non-empty if and only if Post(X;, ') N & is
non-empty. Intuitively, two control inputs are equivalent with respect to A, if
from AX; the system L can transit to the same set of partition elements of X and
Xout- The partition U/ ~; is then the set of all actions of the NTS N{Xi} that are
allowed in state X;. We use Z/{i‘] to denote the union of those partition elements
from U/ ~; that contain control inputs that lead the system from X; to polytopes
Xj,j€J CIUILy, ie.,

U ={u el |vj e J: Post(X;,u) N X, is non-empty and
Vj & J: Post(X;,u) N A is empty}. (4.1)

The set L{zf] can be computed using only polytopic computations as described in
Appendix C.1. For a state X; € {X;} C Sy and action U;] € Actyr, we let

{Xj1jed} ifi=7,
T (Xi, Uyl ) =
e {@ otherwise.
For states &, € {Xi,..} C S, no actions or transitions are defined. Finally, the
labeling function Ly for the NTS Ny, is defined as

La (X)) ={(a: cx <d) € AP |Vz € X;: cx < d}. (4.2)

Since the NT'S does not capture the probabilistic aspect of the linear stochastic
system, we build a 21/2-player game on top of the NTS. Let & be a polytope
within the state space X of L, a state of ./\/{ x;)- When £ is in a particular
state x € A; and a control input u € L{i‘] is to be applied, we can compute the
probability distribution over the set {X;};c; that determines the probability of
the next state of £ being in &}, j € J, using the distribution of the random vector
for uncertainty. The evolution of the system can thus be seen as a game, where
Player 1 acts in states X; € Sy of the NTS and chooses actions from Acty,
and Player 2 determines the exact state within the polytope &; and thus chooses
the probability distribution according to which a transition in £ is made. This
intuitive game construction implies that Player 2 has a possibly infinite number of
actions. On the other hand, in Problem 5 we are interested in satisfying the GR(1)
specification with probability 1 and in the theory of finite discrete probabilistic
models, it is a well-studied phenomenon that in almost-sure analysis, the exact
probabilities in admissible probability distributions of the model are not relevant.
It is only important to know supports of such distributions, see e.g., [BKO0S].
That means that in our case we do not need to consider all possible probability
distributions as actions for Player 2, but it is enough to consider that Player
2 chooses support for the probability distribution that will be used to make a
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transition. For a polytope X; € Sy and U € Actyr, we use Supp(&;,U;) to
denote the set of all subsets J' C J for which there exist z € X;,u € Z/llf] such
that the next state 2’ = Az + Bu + w of £ belongs to X}, j € J' with non-zero
probability and with zero probability to X, j & J', i.e.,

Supp (&, U) = {J' € J |[PreP (X, U {X;}jer)
is non-empty}, (4.3)

where PreP is the precise predecessor operator from Table 4.1.

Given the NTS Ny}, the 21/2-player game Grx,y = (51U Sz, Act, P, AP, L) is
defined as follows. Player 1 states S1 = {&;} U {4, } are the states Sy of the
NTS and Player 1 actions are the actions Act s of N{ x;)- Player 2 states are given
by the choice of an action in a Player 1 state, i.e., So = {X;} x {{}. The Player
2 actions available in a state (X;,U;) are the elements of the set Supp(X;,U;)
defined in Equation 4.3. For Player 1, the transition probability function P defines
non-zero probability transitions only for triples of the form Xi,u;’ , (XZ-,Z/IZ-J ) and
for such it holds P(X;,U)((Xi,U)) = 1. For Player 2, the function § defines the
following transitions:

‘},| if J' € Supp(X;,U;)
P((X,U), ') (X)) = and j € ',

0 otherwise.

The definition reflects the fact that once Player 2 chooses the support, the ex-
act transition probabilities are irrelevant and without loss of generality, we can
consider them to be uniform. For a Player 1 state X, the labeling function
L(X;) = Ly (X;) is defined in the same way as in Equation 4.2. For Player 2
states, the labeling function always returns an empty set.

Example 6. Let £ be a linear stochastic system of the form given in Definition 12,

where
10 1 0
R ]

the state space is X = {z € R? | 0 < 2(1) < 4,0 < z(2) < 2}, the control space
ist = {u € R? | =1 < u(1),u(2) < 1}, and the random vector takes values in
polytope W = {w € R? | —0.1 < w(1),w(2) < 0.1}. Let AP contain a single linear
predicate a: x(1) < 2. In Figure 4.2a, polytopes X; and X5 form the partition
of X given by AP, and polytopes X3, Xy, X5, Xs form the rest of the one step
reachable set of system £, i.e., Xour. The game G,y given by this partition has
6 states and 18 actions. In Figure 4.2b, we visualize part of the transition function
as follows. In Player 1 state A7, if Player 1 chooses, e.g., action L{i{l’2’5} that leads
from X to polytopes X, Xs, X5, the game is in Player 2 state (Xl,Ui{l’M}) with
probability 1. Actions of Player 2 are the available supports of the action over
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Figure 4.2: (a) Partition of state space X of system £ in Example 6 given by
linear predicates in AP. Polytopes A3, ..., Xs form the set Xoye. (b) Part of the
transition function of the game Gyy,, constructed in Example 6.

the set {X1, X2, X5}, which are in this case all non-empty subsets. If Player 2
chooses, e.g., support {X, X2}, the game is in Player 1 state A} or X5 with equal
probability 0.5.

The following proposition proves that the game Gy,; simulates the linear
stochastic system L.

Proposition 6. Let p be a run of the linear stochastic system L£. Then there
exists a play p of the game Gy} such that p(n) € p'(2n — 1) for every n > 1.

Proof. The play p' is defined as follows. The states p'(2n — 1) = A} such that
p(n) € X;. The states p/(2n) = (X;,U;) such that there exist u € U, w € W for
which p(n+ 1) = Ap(n) + Bu + w. O

On the other hand, since Gy, is only an abstraction of the system L, it may
contain plays that do not correspond to any trace of the system.

Game analysis

Let Gyx,y be the 21/2-player game constructed for the linear stochastic system £
and partition {X;} of its state space using the procedure from above. In this
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section, we identify partition elements from {X;} which are part of the solution
set of initial states Xj,;; as well as those that do not contain any satisfying initial
states from X.

First, we compute the almost-sure winning set Syes in game Gy y,} with respect
to the GR(1) formula ¢ from Problem 5, i.e.,

Syes = Almostixi} (). (4.4)

We proceed as follows. Let A = (Q,247,64,qo, (E, F)) be a deterministic w-
automaton with Biichi implication acceptance condition for the GR(1) formula ¢
constructed as described in Section 2.2.3. We consider the 21/2-player game

Piay = (ST UST, Act, PP, AP, L7)

that is the synchronous product of Gy} and A, where ST =81xQ, ST = Sy x A,
and for every (X;,q) € ST and U/ € Act we have

P(x;, u) (%, U))
if $4(q, L(X;)) = ¢/,
0

otherwise,

PP ((Xza Q)v uij) ((Xzy uzJ)a q/)) =

and similarly, for all ((X;,U;),q) € ST and J' € Act we have

P((X,U), 1) (%))

PP(((XU), ), 7) (%, 4)) = { ifg=d,

otherwise.

When constructing the product game, we only consider those states from S; x @
and Sy x @ that are reachable from some (X, qp), where o is the initial state of
the automaton A. Finally, we consider Biichi implication acceptance condition
(EP,FP), where E¥ = (SF USY) x E and FP = (ST UST) x F.

Proposition 7. The set Syes defined in Equation 4.4 consists of all X; € 57 for
which (&}, qo) € S&, where the set

yes>

She = Almost”tx:3 (ET, FT)) (4.5)

can be computed using algorithm in Appendix B.

Proof. Follows directly from the construction of the game Pyy,; above and the
results of [CdAH11]. O

The next proposition proves that the polytopes from Syes are part of the so-
lution to Problem 5.
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Proposition 8. For every X; € Syes, there exists a finite-memory strategy C, for
L such that every run of £ under strategy Cy, that starts in any x € A} satisfies
the GR(1) formula ¢ with probability 1.

Proof. Let X € Syes and let Cg, %) be a finite-memory almost-sure winning
strategy for Player 1 from state &; in game Gyy;y, see Section 2.3.3. Let Cy,
be a strategy for £ defined as follows. For a finite run o € Runf, (X;), let
Cx,(0) = u, where u € Cg,,(0gy,,), where og,, , is finite play of the game
such that o(n) € og, ,(2n) for every 1 <n < |o|. Since Cg,, , for game Gy, is
almost-sure winning from state X; with respect to ¢, i.e., every play of the game
that starts in &; almost-surely satisfies ¢, the analogous property holds for Cly;,
and runs in L. O

Next, we consider the set Sp, of Player 1 states in game Gyy,) defined as
follows:

coop

Sno = S1 \ Almost7(*i} (¢). (4.6)

Intuitively, Syo is the set of states, where even if Player 2 cooperates with Player 1,
¢ can still not be satisfied with probability 1.

Proposition 9. The set S, defined in Equation 4.6 consists of all X; € Sy for
which (X;, qo) € S%, where

SP = ST\ Almost” % ((EP, FP)). (4.7)
Proof. Follows directly from the construction of the product game Py, . O

We prove that no state x € X; for X; € S, is part of the solution to Problem 5.

Proposition 10. For every X; € S,,, and x € X, there does not exist a strategy
C, for £ such that every run of £ under C), starting in x satisfies ¢ with probability
1.

Proof. Intuitively, from the construction of the game Gyy,), Player 2 represents
the unknown precise state of the system £ within in the abstraction, i.e., he
makes the choice of a state inside each polytope X; at each step. Therefore, if
¢ cannot be almost-surely satisfied from X; in the game even if the two players
cooperate, in L it translates to the fact that ¢ cannot be almost-surely satisfied
from any x € X; even if we consider strategies that can moreover change inside
each X; arbitrarily at any moment. O

Finally, consider the set
S?2 = 51\ (Syes U Sho). (4.8)
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Figure 4.3: Solution of the game in Example 7. The polytopes, i.e., Player 1
states, that belong to sets Syes, Sno,S? are shown in green, white and light blue,
respectively.

These are the polytopes within the state space of £ that have not been decided as
satisfying or non-satisfying due to coarse abstraction. Alternatively, from Propo-
sitions 7 and 9, and Equation 4.8, we can define the set S» as the set of all X; € 57,
for which (X, qo) € Sr_z) , where

ST = SP\(SRs U ST). (4.9)

Proposition 11. For every &; € S7 it holds that the product game Py, can
be won cooperatively starting from the Player 1 state (X, qo). Analogously, for
every (X;,q) € S;P it holds that the product game Pyy,) can be won cooperatively
starting from (X;, q).

Proof. The proposition follows directly from Equations 4.8 and 4.9, and Proposi-
tions 7 and 9. O

Example 7. Recall the linear stochastic system £ from Example 6 and consider
GR(1) formula F —a over the set AP that requires to eventually reach a state
x € X such that z(1) > 2. The deterministic w-automaton for the formula has
only two states, gy and ¢g;. The automaton remains in the initial state gy until
polytope X is visited in £. Then it transits to state q; and remains there forever.
The Biichi implication condition (E, F) is E = {qo}, F = {q1}. The solution of
the game Gy, constructed in Example 6 with respect to the above formula is
depicted in Figure 4.3.

If the set Sy, contains all Player 1 states of the game Gy x,3, the GR(1) formula
¢ cannot be satisfied in the system £ and our algorithm terminates. If set S9 is
empty, the algorithm terminates and returns the union of all polytopes from Syes as
the solution to Problem 5. The corresponding satisfying strategies are synthesized
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as described in the proof of Proposition 8. Otherwise, we continue the algorithm
by computing a refined partition of the state space X as described in the next
section.

Refinement

Refinement is a heuristic that constructs a new partition of X, a subpartition
of {X;}, that is used in the next iteration of the overall algorithm. We design
two refinement procedures, called positive and negative, that aim to enlarge the
combined volume of polytopes in the set Syes and Sy, respectively, or equivalently,
to reduce the combined volume of polytopes in the set S?. Based on Propositions 7
and 9, both procedures are formulated over the product game Pyy,; and reach
their respective goals through refining polytopes AX; for which (X;,q) € ST for
some ¢q € Q.

In this section, we use Jﬂes to denote the set of all indices ¢ € I for which
(Xi,q) € SZ,ZS, and J7, Jd are defined analogously. In the two refinement proce-
dures, every polytope X; can be partitioned into a set of polytopes in iterative
manner, as (X;,q) € ST can hold for multiple ¢ € Q. Therefore, given a partition
of X;, the refinement of X; according to a polytope B refers to the partition of X;
that contains all intersections and differences of elements of the original partition
of X; and polytope B.

In the positive refinement, we explore the following property of states in S;D . In
Proposition 11, we proved that the product game Py y,) can be won cooperatively
from every (X;,q) € S7. It follows that there exists a Player 1 action U; and
Player 2 action J’ such that after their application in (X;,¢), the game is not in
a losing state with probability 1. We can graphically represent this property as
follows:

” ) (Xjuq/)
(X ) = (XU)).d) = ¢ (4.10)

(%)
where an arrow a 2 represents the uniform probability distribution Pp(a,b), and
{1, sinp=J C qu;SUJ_g,. Note that from the construction of the product game
P,y it follows that ¢’ is given uniquely over all actions Z/l{] . The following design
ensures that every polytope X; is refined at least once for every its appearance

(Xi,q) € ST,q€ Q.

Let (Xi,q) € SI. The positive refinement first refines X; according to the

robust predecessor

PreR(X,, U, {X;} (4.11)

eque's)'
That means, we find all states x € AX; for which there exists any control input
under which the system £ evolves from z to a state 2’ € &j,j € J;Iels.

Next, the positive refinement considers three cases. First, assume that from
(Xi,q), the two players can cooperatively reach a winning state of the product
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game in two steps with probability 1, and let Z/lz-‘] and J’ be Player 1 and Player 2
actions, respectively, that accomplish that, i.e., in Equation 4.10, {j1,...,/n} =
J' C Jfes. For every such U/, .J', we find an (arbitrary) partition {,},cy of the
polytope Z/li" and we partition A&; according to the robust attractors

AttrR (X, Uy, {25} (4.12)

eJ;Ie'S)'
Intuitively, the above set contains all x € &} such that under every control input
u € Uy, L evolves from x to a state 2/ € Xj,j € J;"els. Note that the robust
attractor sets partition the robust predecessor set from Equation 4.11, as every
state x that belongs to one of the robust attractor set must lie in the robust
predecessor set as well. In the next iteration of the overall algorithm, the partition
elements given by the robust attractor sets will belong to the set S}ZS. In the
second case, assume that the two players can reach a winning state of the product
game cooperatively in two steps, but only with probability 0 < p < 1, while the
probability of reaching a losing state is 0. Let L{Z-J ,J' be Player 1 and Player 2
actions, respectively, that maximize p, i.e., in Equation 4.10, there exists m <n
such that {j1,...,Jm} = J’ﬂJ;,]és, {Jm+1,y -y Jn} = J’ﬁng and p = " is maximal.
Similarly as in the first case, we refine the polytope X; according to the robust
attractor sets as in Equation 4.12, but we compute the sets with respect to the
set of indices Jﬁés U {Jm+1,--.,Jn}. Finally, assume that (X, q) does not belong
to any of the above two categories. As argued at the beginning of this section,
there still exist Player 1 and Player 2 actions Ui‘] and J', respectively, such that in
Equation 4.10, {j1,...,jn} = J' C Jf,]/. Again, we refine the polytope X; according
to the robust attractor sets as in Equation 4.12, where the sets are computed with
respect to the set of indices Jg,.

Example 8. We demonstrate a part of the the positive refinement for the game
in Example 7. Consider polytope &; € S7. It follows from the form of the
w-automaton in Example 7 that A] appears in S;D only in pair with ¢, i.e.,
(X1,q0) € ST. Note that for state (X1, qo), every successor state is of the form
(A, U{), q), ie., ¢ = qo. First, polytope &j is refined with respect to the
robust predecessor

PreR(Xl,L{, {XQ}),
since JJos = { X2} because (X, qo) € Syzs is a winning state of the product game.
The robust predecessor set is depicted in Figure 4.4a in cyan. Next, we decide
which of the three cases described in the positive refinement procedure above
applies to state (X1, qp). Consider for example Player 1 action Z/ll{l’2’5}

2 action {2}, as shown in Figure 4.2b. It holds that

and Player

{1,2,5}

u 2
(X1 a0) 2 (ot q0) 25 (A, o),

and (Xa2,qo) € S;ZS is a winning state of the product game. Therefore, the state
(X1,qo) is of the first type. To further refine polytope Xj, we first partition the
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Figure 4.4: (a) Part of the positive refinement for the system in Example 8.
Polytope A} is first refined according to the robust predecessor as in Equation 4.11,
the robust predecessor is shown in cyan. Next, we consider the polytope of control
inputs L{i{l’m} and its partition as depicted in (b). The robust predecessor of Us
is then shown in magenta.

polytope
{1,2,5} _
U, ={uel|0.1<u(l),u(2) <1},

e.g., into 4 parts as shown in Figure 4.4b. The robust attractor
AttrR(Xl,u;g, {Xg})

for one of the polytopes Us is depicted in magenta in Figure 4.4a. This polytope
will be recognized as a satisfying initial polytope in the next iteration, since start-
ing in any x within the robust predecessor, system L as defined in Example 6
evolves from x under every control input from U3 to polytope Xs.

In the negative refinement, we consider all Player 1 states (X;,q) € S?P such
that if Player 2 does not cooperate, but rather plays against Player 1, the game is
lost with non-zero probability. In other words, for every Player 1 Z/{Z-J , there exists
a Player 2 action J’ such that in Equation 4.10, there exists an index j € J’ such
that (X},¢) € SP . In this case, we refine polytope X; according to the attractor
set

AttI‘(XZ', L{, {X] }jeJﬁé ) .

Intuitively, the attractor set contains all states x € A} such that by applying any
control input u € U, system L evolves from z to a state in X; for some j € Ji,

with non-zero probability. In the next iteration of the algorithm, the partition
elements given by the attractor set will belong to the set SZ..
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Remark 6. We remark that both game theoretic aspects as well as the linear
stochastic dynamics play an important role in the refinement step. The game
theoretic results compute the undecided states, and thereby determine what parts
of the state space need to be refined and which actions need to be considered in
the refinement. The linear stochastic dynamics allow us to perform the refinement
itself using polytopic operators.

Properties of the solution

We prove that the algorithm presented in this section provides a partially correct

solution to Problem 5.
For n € N, let Si, Sp, be the sets from Equations 4.4 and 4.6, respec-

tively, computed in the n-th iteration of the algorithm presented above. We use

Xes) Xno C X to denote the union of polytopes from Si and Sy, respectively.

yes) “vno =

Theorem 5. For every n € N, it holds that X2, C X2 and X C AL

yes = “‘“yes

Proof. Follows from Propositions 7 and 9, and the fact that the partition of the
state space X used in n + 1-th iteration is a subpartition of the one used in n-th
iteration. O

Theorem 6. For every n € N, it holds that AJ¢; C Xinie and Xy C X\ Xinit-

Proof. Follows directly from Propositions 8 and 10. O

Theorem 7. If the algorithm from Sec. 4.1.3 terminates, after n-th iteration,
then Xy = X;s is the solution of Problem 5 and the corresponding winning
strategies for every x € Xjnir are given by the winning strategies in the 21/2-player

game from the last iteration.

Proof. Follows directly from the condition of the algorithm termination and from
Theorems 5 and 6. O

It is important to note that if instead of a 21/2-player game a weaker abstraction
model such as a 2 player game, i.e., the NTS N{Xi}, was used, our approach
would not be sound. Namely, some states of X might be wrongfully identified
as non-satisfying initial states based on behavior that has zero probability in the
original stochastic system. In such a case, even after termination, the resulting
set would only be a subset of Xj,i;. Therefore, the approach with 2-player games
is not complete. The 21/2-player game is needed to account for both the non-
determinism introduced by the abstraction and for the stochasticity of the system
to be able to recognize (non-satisfying) behavior of zero probability.

Note that there exist linear stochastic systems for which our algorithm does
not terminate, i.e., there does not exist a finite partition of the systems’ state
space over which Problem 5 can be solved for a given GR(1) formula.
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Example 9. Let £ be a linear stochastic system of the form given in Equa-

tion 4.1.2, where
10 10
=01)2-61)

state space X = {x € R? | 0 < 2(1),2(2) < 3}, control space U = {u € R? |
—1.5 < u(l),u(2) < 1.5} and the random vector takes values in polytope W =
{w e R? | —05 < w(l),w(2) < 0.5}. Let AP contain four linear predicates
that partition the state space into a grid of three by three equally sized square
polytopes. Assume that the aim is to eventually reach the polytope X, where
1 < z(1),2(2) < 2. In this case, the maximal set Xjnix of states from which X
can be reached with probability 1 is the whole state space X, as for any z € X,
there exists exactly one control input u = (1.5,1.5) —x € U that leads the system
L from x to a state in X5 with probability 1. Since the control input is different
for every x € X, there does not exist any finite state space partition, which could
be used to solve Problem 5.

Complexity analysis

Finally, let us analyze the computational complexity of the designed algorithm.
In the abstraction part, the 21/2-player game G(x,) requires to first compute the
set of actions for every state X;,i € I, in time in O(2/) using algorithm in
Appendix C.1. For every action Z/{Z-J , the set of valid supports J' C J is then
computed in time in (’)(2J ), see Appendix C. Overall, the abstraction runs in
time in O(2%1). The game is then analyzed using the algorithm described in
Appendix B in time in O(|I|3). Finally, the refinement procedure iteratively
refines every polytope &; at most |Q| x [{U}| times, where {¢/} denotes the set
of all actions of Aj. For every ¢ € @ such that (X}, q) € S;D , X; is first refined
using the robust predecessor operator in time exponential in |J§1;s|. Then A& is
refined |Y'| times using the robust attractor operator in polynomial time. Negative
refinement is performed again for every ¢ € Q such that (X;,q) € ST, using the
attractor operator in polynomial time. Overall, the refinement runs in time in
o(Q| - 21,

As the game construction is the most expensive part of the overall algorithm,
the refinement procedure is designed in a way that extends both sets Syes, Sno
as much as possible and thus speed up convergence and minimize the number of
iterations of the overall algorithm.

4.1.4 Case Study

We demonstrate the designed framework on a discrete-time double integrator
dynamics with uncertainties. Let £ be a linear stochastic system as defined in

Definition 12, where
11 0.5
(1D, 5o (%) 13
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The state space is X = {x € R? | =5 < x(1) < 5, -3 < 2(2) < 3} and the control
space is Y = {u € R | —1 < u < 1}. The random vector, or uncertainty, takes
values within polytope W = {w € R? | —0.1 < w(1),w(2) < 0.1}. The set AP
consists of 4 linear predicates:

ap :z(l) < —1,
az :x(1) <1,
az :x(2) < —1,
aq :x(2) < 1.

We consider GR(1) formula
F(ﬁal N az N —az A CL4)

that requires the system to eventually reach a state, where both variables of the
system have values in interval (—1,1).

As we consider a reachability property, we can compare our approach to the
two following algorithms. First, the algorithm shown in Algorithm 5 is an exten-
sion of the reachability algorithm for Markov decision processes [BK08] to linear
stochastic systems. Intuitively, the algorithm finds the set Xjy¢ using two fixed-
point computations. The first one computes the set of all states that can reach
the given target polytopes with non-zero probability. As a result, the remaining
states of the state space X' have zero probability of reaching the target polytopes.
The second fixed-point computation finds the attractor of this set, i.e., all states
that have non-zero probability, under each control input from U, of ever transit-
ing to a state from which the target polytopes cannot be reached. Finally, the
complement of the attractor is the desired set Xin;;.

The second algorithm summarized in Algorithm 6 combines the simple ap-
proach from Algorithm 5 that uses only polytopic operations with the abstraction-
refinement method. In every iteration, we build the non-deterministic transition
system N{ x;}, which is the first step of the abstraction in Section 4.1.3. The
partition {X;};cs is then iteratively refined using the two fixed-point algorithms
as in Algorithm 5.

Note that both Algorithms 5 and 6 operate directly on the linear stochastic
system. Algorithm 5 performs polytopic operations only, and it involves nei-
ther refinement nor building a product with an automaton. In Algorithm 6,
abstraction and its refinement are performed using only polytopic operators and
no product is built. Therefore, both algorithms perform considerably faster than
the abstraction-refinement algorithm from Section 4.1.3, as shown in Table 4.2.
However, they have two serious drawbacks.

Firstly, Algorithm 5 computes the set of satisfying initial states of the system,
but no satisfying strategy. In extreme cases, every state may use a different control
input in order to reach polytopes computed during the fixed-point computations,
as in Example 9. In order to extract a finite satisfying strategy (if there is one),
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Table 4.2: Statistical comparison of the specialized algorithms for reachability
and our approach.

Algorithm 5

1st fixed point: in 7 iterations, in j1 sec.
2nd fixed point: in 1 iteration, in i1 sec.

Algorithm 6

1st fixed point: in 7 iterations, in 3 min.

1st NTS: 13 states, 27 actions
2nd NTS: 25 states 105 actions
3rd NTS: 45 states 289 actions
4th NTS: 63 states, 524 actions
5th NTS: 77 states, 745 actions
6th NTS: 88 states, 994 actions
7th NTS: 92 states, 1139 actions

2nd fixed point: in 1 iteration, in 2 sec.

Abstraction-refinement from Section 4.1.3

Initial partition: in 3 sec.
game: 13 states, 27 actions
1st iteration: in 7 min.
game: 85 states, 712 actions
2nd iteration: in 19 min.
game: 131 states, 1262 actions
3rd iteration: in 56 min.

game: 250 states, 2724 actions
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Algorithm 5 Simple algorithm for computing the set Xjhix C X of states from
which a set of polytopes {X)};cs in X can be reached with probability 1.

Input: linear stochastic system L, polytopes {X;},cs

Output: Xy C X

Xso < {Xj}tjes

while X~ is not a fixed point do
X>0 «— Pre(X7U, X>0)

end while

X_0,attr < Xout U X\X>0

while X_g . is not a fixed point do
2(:O,attr <~ Attr(X7ua X:O,attr)

end while

Xog X\X:O,attr

return X—_;

these polytopes have to be partitioned to smaller polytopes so that a fixed input
can be used in all states of the new polytope. This partitioning is exactly the
refinement procedure that our method performs when applied to reachability.
Note that the simpler refinement method in Algorithm 6 that constructs only the
NTS N{ x;) 1s also not sufficient. While it finds the set of satisfying initial states
of the system, it does not provide the satisfying strategies either. However, in
comparison with Algorithm 5, it can provide at least a partial information on the
properties of satisfying strategies. Namely, it specifies for every polytope of the
resulting partition {X;} of the state space X which control inputs cannot be used
in any satisfying strategy. As we are interested in reachability property, these are
the control inputs for which the corresponding non-deterministic transition leads
from X; outside of XXj,;;. The whole 21/2-player game abstraction presented in
Section 4.1.3 is necessary for ensuring the correctness of the constructed strategy.

Secondly, neither of the two algorithms can be used for more complex prop-
erties than reachability. For more complex formulas, the product of the game
with the automaton for the formula needs to be considered, since a winning strat-
egy may require memory and pure polytopic methods can only provide memo-
ryless strategies. In contrast, our abstraction-refinement approach designed in
Section 4.1.3 works for general GR(1) properties. Moreover, it could easily be
extended to the whole LTL at the cost of a higher complexity.

We implemented all three algorithms in Matlab, on a dual-core Intel i7 proces-
sor with 8 GB of RAM. The results are summarized in Figure 4.5 and Table 4.2.
In Figure 4.5, for Algorithm 5, we first depict the initial partition of X according
to AP, with the polytope we aim to reach in green. The following columns show
the two fixed point sets, in blue and red, respectively. The last column shows the
resulting set Xjnit. For Algorithm 6, in the first column, we depict the initial par-
tition of X according to AP and polytopes from Xy, with the polytope we aim
to reach in green. The following columns show the fixed point sets, in blue and
red, respectively, together with the obtained partition. The last column shows
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4.1. LINEAR STOCHASTIC SYSTEMS

Algorithm 6 Computing the set Xjnix C X of states from which a set of polytopes
{X;}jes in X can be reached with probability 1, using abstraction to an NTS.

Input: linear stochastic system L, partition {X;};cr of state space X, subset J C I
Output: Xy C X
Xso U
Xy {Xj}jes
while X # X/, do
Xso Xéo
construct NTS /\/{ x;} for current partition
for every state X; € X5 do
refine X; according to Pre(X;, U, X~g)
XLy XL, UPre(X;, U, Xsp)
end for
end while
X:O,attr — Xout ux
XLO,attr — Xour U X\X>0
while X_g ater # XL 4y dO
X:(),attr — Xl:o,attr
construct NT'S N,y for current partition
for every state X; s.t. all actions lead to X_¢ st do
refine X; according to Attr(X;, U, X=g attr)
Xl:O,attr — Xéo,attr U Attr(Xivua X:O,attr)
end for
end while
X:l < X\X:O@ttr
return X—;

the resulting set Xj,;. Finally, for the abstraction-refinement from Section 4.1.3,
we depict the results of for the initial partition and the next three iterations,
where polytopes from sets Syes, 57, Sno are shown in green, light blue and white,
respectively.

As can be seen in Table 4.2, the set X, was computed fast using Algorithm 5
but it is a single polytope that does not provide any information about the satis-
fying strategies. Algorithm 6 also found fixed point sets for both fixed-point com-
putation rather quickly, and in the same number of iterations as the polytopic
algorithm, but it provides only partial information on the satisfying strategies,
as discussed above. For the abstraction-refinement algorithm, we computed the
initial game and the following three iterations. Unlike for Algorithms 5 and 6,
in every iteration, a satisfying strategy for a state x in the partial solution is
constructed as described in the proof of Proposition 8.

4.1.5 Conclusion

In this section, we considered the problem of computing the set of initial states
of a linear stochastic system such that there exists a control strategy to ensure a

104



CHAPTER 4. CONTROL FOR DYNAMIC SYSTEMS

W HLIOS[R JUSWRUYAI-UOIJORIISR 9} PUR ‘9 pPUR ¢ SWUILIOS[Y JO UOIR[NWIS :G°§ 2InI1g

UOTYRIONT AT,

UOI}RII}T PUOIDG UOI}BION JSIL ]

€'T"F UOI109g WOIJ JUSTAUII-UOI}ORIIS( Y

IR

NSoI [eul]

“3[e jutod-poxy puoddg

N

"31e qurod-pexy 9SI1]
9 W03y

nsoa [eulg

“3[e qurod-poxy puodog

"31e qurod-poxy 9SI1
G WYHLIOITY

uorjryred Teryruy

105



4.1. LINEAR STOCHASTIC SYSTEMS

GR(1) specification over states of the system. The solution is based on iterative
abstraction-refinement using a 21/2-player game. Every iteration of the algorithm
provides a partial solution given as a set of satisfying initial states with the sat-
isfying strategies, and a set of non-satisfying initial states.

While the algorithm guarantees progress and soundness in every iteration, it’s
complexity calls for more efficient implementation. The analyzed case study with
a reachability property indicates that the current design would be too complex to
deal with more complex properties such as persistent surveillance. In our future
work, we aim to design efficient heuristic refinements that minimize the overall
computation time for both reachability and general GR(1).

106



Chapter 5

Summary and Future Work

In the last few decades, the rapid evolution of mobile and autonomous robotics
has shown the need for provably correct and robust approaches to design and
control of these systems. Formal methods from computer science offer a great
tool to this end. The goal of this thesis was to design control synthesis algorithms
for chosen problems motivated by path planning for mobile robots that leverage
ideas and techniques from theoretical computer science such as formal verification
and game theory. The problems of interest involve a complex model of the system
as well as a complex temporal objective to be satisfied. We embraced the stan-
dard hierarchical approach to employing formal methods in path planning. The
approach consists of first modeling the complex dynamic system using a discrete
model, then synthesizing a provably correct control strategy for the model using
formal methods and finally mapping the control rules to the original system.

In the first part of the thesis, we assumed that a discrete model of the system
is already given and we focused on the second, synthesis step of the hierarchical
approach. We designed algorithms to synthesize strategies that guarantee satis-
faction of an LTL formula, while at the same time optimize a value function over
(possibly) dynamic and partially observed values interpreted either as rewards or
penalties. Such a combination of optimal and temporal logic control is an intrigu-
ing problem with a potentially high impact in applications such as control of a
mobile robot on a complex mission under tight fuel and time constraints. The
solution combined receding horizon control with techniques from game theory and
automata-based model checking.

In the second part, we considered the more general problem of synthesizing
control for a stochastic dynamic system described using a difference equation. The
objective was to satisfy a complex temporal specification over the state space of
the system. We designed an iterative abstraction-refinement algorithm that builds
an abstraction of the system using a 21/2-player game, solves the game obtaining
a partial solution and then builds a new, more precise abstraction using a deep
analysis of the game. In the abstract phase, the probability 1 analysis allowed us
to effectively construct the game using only polytopic operators and thus avoiding
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expensive and often approximative computation of integrals. Similarly, polytopic
operators are used to perform the refinement, while the deep analysis of the game
specifies what parts of the state space need to be refined and which actions need
to be considered in the process.

All designed algorithms build on the standard as well as recent results from
both computer science and control theory and thus make a step towards inter-
connecting the two areas. In our future work, we primarily aim to follow the
line of research considered in the second part of the thesis, i.e., control of dy-
namic systems with respect to temporal objectives. We believe that in order to
maximize the benefit of the combination of formal and engineering methods, the
integration of the techniques must take place on all three levels of the hierarchical
approach such as in Chapter 4, not only in the synthesis step. From the exper-
iments in Section 4.1.4 it appears that this comes with a great computational
cost. In the future, we aim to investigate the causes of this complexity and design
effective solutions that would allow us to demonstrate the algorithms on real-scale
applications such as autonomous driving.
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Appendix B

Solving a 21/2-player Game

Here we present an algorithm to solve the almost-sure winning problem for a
21/2-player game G = (S1 U Sq, Act, P, AP, L) with a Biichi implication condition
(E,F), where E,FF C S. The optimal solution is a rather involved, quadratic
time algorithm that can be found in [ChaO7]. In this work, we use a more intu-
itive, cubic time algorithm presented in Algorithm 7, whose correctness follows
from [CdAH11]. The algorithm is a simple iterative fixed-point algorithm that
uses three types of local predecessor operator over the set of states of the game.

Consider sets X,Y,Z such that Y C Z C X C 5. Given a state s € S and
an action a € Act, we denote by Succ(s,a) = Supp(d(s,a)) the set of possible
successors of the state and the action. We define conditions on state action pairs
as follows:

Ci(X) = {(s, @) |Suce(s,a) € X},
Co(X,Y) = {(s, ) [Succ(s,a) C X and Succ(s,a) NY # 0},
C3(Z,X,Y) ={(s,a) |(Succ(s,a) C Z) or
(Succ(s, ) € X and Succ(s,a) NY # 0)}.

The first condition ensures that given the state and action the next state is in
U with probability 1, the second condition ensures that the next state is in X
with probability 1 and in Y with positive probability. The third condition is the
disjunction of the first two. The three predecessor operators are defined as the
set of Player 1, or Player 2 states, where there exists, or for all, respectively, ac-
tions, the condition for the predecessor operator is satisfied. The three respective
predecessor operators, namely, Preq, Pres, and Presg are defined as follows:
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Algorithm 7 Solving 21/2-player game with a Biichi implication condition

Input: game G, Biichi implication condition (E, F)
Output: Almost? ((E, F))
D=S\(FUF)
XS Z+S;, Y«
do
X+ X
do
Y Y
do
Z+— 7
Z + (FNPre;(X))U(ENPrey(X,Y))U(DNPre3(Z,X,Y)
while Z # 7
Y« Z
Z+ S
while Y #Y
X«+Y
Y <0
while X # X
return X

Pre;(X) ={s € 51| Ja € Act. (s,a) € C1(X)} U
{s € Sy |Va € Act. (s,a) € C1(X)},
Preo(X,Y) ={s € 51 | Ja € Act. (s,a) € Co(X,Y)} U
{s € Sy |Va € Act. (s,a) € Co(X,Y)},
Pres(Z,X,Y) ={s € S1 | Ja € Act. (s,a) € C3(Z,X,Y)} U
{s €Sy |Va € Act. (s,a) € C3(Z, X,Y)}.
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Appendix C

Polytopic Operators

In this section, we describe in detail the computation of all polytopic operators
introduced in Section 4.1.3.

C.1 Action Polytopes

First, we describe how to compute the action polytopes Z/{Z-J for every polytope
X; € {Xi}ier, formally defined in Equation 4.1.

For a polytope X’ € RV, we use Y¥i=% " to denote the set of all control inputs
from U under which the system £ can evolve from a state in X; to a state in X’
with non-zero probability, i.e.,

UY=Y = {u € U [Post(X;,u) N X’ is non-empty}. (C.1)

The following proposition states that UX=X" can be computed from the V-

representations of X;, X' and W.

Proposition 12. Let H, K be the matrices from the H-representation of the
following polytope:

{yeRY |z c X, IweW: Az +y+we X'}, (C.2)
which can be computed as the convex hull
hull({v/yr - (A'UX,L- + Uw) ‘ Vyr € V(X/),’UXZ. S V(XZ'),UW S V(W)}) (C3)

Then the set YY" defined in Equation C.1 is the polytope with the following
H-representation:
Ut ={ucU | HBu < K}. (C.4)

Proof. To fact that the set in Equation C.2 is a polytope with the V-representation
given in Equation C.3 can be easily shown as follows. Let y € RY be such that
there exist z € X;,w € W, 2’ € X' for which Az+y+w = 2/, ie., y =2'—(Az+w).
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C.2. POSTERIOR

By representing z’,z and w as an affine combination of the respective vertices in
V(X'),V(X;) and V(W), we obtain the V-representation in Equation C.3. Next,
let H, K be the matrices from the H-representation of the set in Equation C.2.
Then the definition of set 4% in Equation C.1 can be written as

U —fueld |Ir e X, FJweW : Az + Bu+w € X'},

that leads to H-representation in Equation C.4. O
Corollary 2. Let J C I U Ioyt. The set Z/{i‘] from Equation 4.1 can be computed
as follows:

jeJ i'¢J
Proof. Follows directly from Equations 4.1 and C.1. O

Note that Z/li" is generally not a polytope but can be represented as a finite
union of polytopes.

C.2 Posterior

The posterior operator Post(X”,U’), formally defined in Table 4.1, can be easily
computed using Minkowski sum as

Post(X'U') = AX' +U +W
= huﬂ({AU,y/ + Buy + vwy | Vy € V(X/),'Uul S V(Ul),vw S V(W)})

C.3 Predecessor

The predecessor operator Pre(X’,U’, {X;};c), formally defined in Table 4.1, can
be computed as follows. First, note that

Pre(X', U, {X;}jes) = | ] Pre(X', U, X;).
JjeJ
Proposition 13. Let H, K be the matrices from the H-representation of the
following polytope:

{yeRY | Fueld,FweW: y+ Bu+tw € &j},
which can be computed as the convex hull
hull({vx, — (Buy +ow) | vx, € V(X)) up € VIU'), o) € VWV)}).
Then the set Pre(X’,U’, X;) is the polytope with the following H-representation:
Pre(X U, X)) ={x € X' | HAz < K}.

Proof. The proof is analogous to the one of Proposition 12. O
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APPENDIX C. POLYTOPIC OPERATORS

C.4 Robust and Precise Predecessor

From definitions of the robust and precise predecessor operators in Table 4.1 it
follows that

PreR(X', U, {X;}jes) = U PreP (X", U’ {X;}jer).
JICJ,J'#0

Below we describe computation of the precise predecessor PreP (X', U, {X;}jc )
for any J' C J.

Let Z denote the polytope, or finite union of polytopes, Z = AX’ + BU’,
where + denotes the Minkowski sum. For a polytope P C RY, we define set

Z(P)={2z€ Z| (2 +W)NP is non-empty }. (C.6)

For a set of polytopes {P}, Z({P}) can be computed as the union of all Z(P) for
every polytope P in the set {P}.

Proposition 14. The set from Equation (C.6) is the following polytope, or finite
union of polytopes:

Z(P) = hull({vp — vy | vp € V(P), vy € VIW)}) N 2. (C.7)

Proof. The proof is carried out in a similar way as the first part of proof of
Proposition 12. O

For J' C J, we use Z(J') to denote the set

2= N ZEGN U 2% U Z(@x.)), (©3)
jeJ’ jeJ\J’
where Z(X-) = Z((X U Xou)\ U ;).

Proposition 15. Let U’ = {Uy, }i,er,, J C J' and let Z(J') = {Z},}1,er,. Then
the precise predecessor can be written as

PreP (X', U {X;}jer)= | |J{z €X' |Jucll, : Av+ Bue 2,}. (C9)
lh€Ly l2€Ls

Let [y € L1,ls € Ly and let H, K be the matrices from the H-representation of
the following polytope:

{yeRY |3uecly, :y+Buc Z,}, (C.10)
which can be computed as the convex hull
hull({vgl2 — Bvull | vz, S V(le),vull S V(Ull)}) (C.ll)

Then the set on the right-hand site of Equation C.9, for I1,ls, is a polytope with
the following H-representation:

{r e X' | HAx < K}. (C.12)
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C.5. ATTRACTOR

Proof. From the definition of the set Z(J’) in Equation C.8, z € Z(J') iff z+ W

intersects all X; for j € J and z4+ W C |J X;. Moreover, every z € Z can
JjeJ’

be written as z = Ax 4+ Bu and therefore z + W = Post(x,u). This proves

Equation C.9. The rest of the proof is carried out in a way similar to the proof

of Proposition 12. O

C.5 Attractor

The attractor operator Attr(X’,U’,{X;};cs) from Table 4.1 can be computed
using the robust predecessor operator, since it holds that

Attr(X U { X jeg) = {z € X' |Vu el : Post(z,u)N U X is non-empty}
Jje€J
=X"\{z € X' | Ju el : Post(z,u) C (XU Xow)\ | X}
Jj€J
= X"\PreR(X",U', (X U Xou)\ | ] &)).
jeJ

C.6 Robust Attractor

The robust attractor operator AttrR(X’,U’, {X;}jcs) from Table 4.1 can be com-
puted using the predecessor operator, since it holds that

AttI‘R(X/,Z/[/, {Xj}jeJ)
={zxe X' |Vuel: Post(x,u) C U X}
JjeJ
=X"\{z e X' | Juel: Post(z,u) N (X UXou)\ U X is non-empty}
Jj€J
= X'\Pre(X",U', (X U Xou)\ | ] 4)).
JjEJ
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